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Aims 

 

E7070 is a novel, sulphonamide anticancer agent currently under clinical
development for the treatment of solid tumours. The aim of this study was to
develop and validate limited sampling strategies for the prediction of E7070 exposure
in two different treatment schedules for phase II studies using the Bayesian estima-
tion approach.

 

Methods 

 

Data from two phase I dose finding studies were used in which E7070 was
administered either as a single 1 h infusion or as a daily 1 h infusion for 5 days.
Plasma concentration-time data from 75 patients were randomly divided into an
index data set, used for the development of the strategies, and a validation data set.
Population pharmacokinetic parameters were derived on the basis of the index data
set. The D-optimality algorithm was used for the selection of optimal time points
for both treatment schedules. The developed strategies were compared by assessment
of their predictive performance of exposure, expressed as AUC (area under the
plasma concentration 

 

vs

 

 time curve), in the validation data set.

 

Results 

 

The developed population pharmacokinetic model comprised three com-
partments, with saturable distribution to one peripheral compartment and both
linear and saturable elimination from the central compartment. For the 1 h infusion,
a four sample strategy was selected which resulted in unbiased and accurate predic-
tions of AUC (bias 0.74%, precision 13%). A five sample strategy was generated for
the daily times five schedule yielding unbiased (bias 3.2%) and precise (12% preci-
sion) predictions of AUC.

 

Conclusions 

 

Optimal sampling strategies were developed and validated for estimation
of E7070 exposure in two different treatment schedules. Both schedules enabled
accurate and unbiased predictions of AUC.
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Introduction

 

E7070 (N-(3-chloro-7-indolyl)-1,4-benzenedisulphona-
mide) is a novel sulphonamide currently under clinical
investigation for the treatment of solid tumours. Sulpho-

namides have shown a wide variety of pharmacological
activity, such as antibacterial, antidiabetic and antithyroid
[1]. Continuing research with sulphonamide-based com-
pounds has led to the discovery of compounds with
antiproliferative activity. E7070 is one of those com-
pounds and it has shown potent antitumour activity both

 

in vitro

 

 (using human cell lines) and 

 

in vivo

 

 with human
tumour xenografts, e.g. HCT116 colon carcinoma and
LX-1 nonsmall cell lung carcinoma. It has been suggested
that E7070 exerts its antitumour activity by inhibiting the
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activation of cyclin dependent kinase 2 and cyclin E,
which results in a blockade of the transition of the G1
to S phase in the cell cycle [2, 3].

Based on the promising results from preclinical studies,
a phase I clinical program was conducted with E7070
administered at four different treatment schedules [4–8].
For each of these the maximum tolerated dose and the
dose-limiting toxicities (DLT) have been identified. The
DLTs included neutropaenia and thrombocytopaenia.
Other adverse events were fatigue, alopecia and local
reactions at the site of drug administration. E7070 has
shown antitumour activity and stabilization in studies in
patients with uterine sarcoma, breast, endometrial, and
renal carcinoma. During  all  four  phase  I  studies, exten-
sive pharmacokinetic sampling was performed in all
patients. In all studies, noncompartmental pharmacoki-
netic analysis demonstrated that, with increasing doses,
there are disproportionately larger increases in exposure
to E7070 as expressed as AUC (area under the plasma
concentration 

 

vs

 

 time curve) and that this effect is inde-
pendent of the treatment schedule [4–8].

Currently, phase II clinical studies are ongoing with
E7070 to determine further its antitumour activity in
different tumour types, including colorectal and nonsmall
cell lung cancer. Two different treatment regimens will
be applied in these phase II studies: a single 1 h infusion
and a 1 h infusion administered daily for 5 consecutive
days. During the phase II studies, the complex pharmaco-
kinetic behaviour of E7070 will be assessed further in a
large number of patients. Furthermore, the relationship
between pharmacokinetics and pharmacodynamics (i.e.
tumour response and side-effects) will be investigated.
Extensive pharmacokinetic sampling during the phase II
studies is impractical. Therefore, optimal sampling strate-
gies are often applied to reduce the number of samples
necessary to estimate the pharmacokinetic parameters
with adequate accuracy and precision.

Several techniques have been described for the devel-
opment of optimal sampling strategies. An approach that
is commonly applied in oncology is a multivariate linear
regression procedure [9–11], which relates the pharmaco-
kinetic parameters of interest to plasma concentrations at
certain time points. In this way, one or more time points
are selected for the limited sampling strategy that most
accurately predict the pharmacokinetic parameter. How-
ever, this approach has several disadvantages. It can only
be applied for compounds that display linear pharmaco-
kinetics. Furthermore, it requires exact timing of both
the infusion and sampling times and is developed for the
prediction of only one pharmacokinetic parameter. Baye-
sian estimation is a second, more flexible approach to
obtain individual pharmacokinetic parameter estimates
[12, 13]. With this method, individual parameters are
obtained on the basis of individual plasma concentration

time data and 

 

a priori

 

 established population pharmacok-
inetic parameters. Optimal sampling can be selected by
application of the D-optimality criterion [14].

The aim of the present study was to develop and
validate limited sampling strategies for the prediction of
the individual’s exposure to E7070 using the Bayesian
estimation  approach.  These  strategies  were  developed
for both treatment schedules that are being used in the
phase II studies, the 1 h infusion and the five daily dose
schedule.

 

Methods

 

Patients and pharmacokinetic studies

 

The development and validation of the optimal sampling
strategies was performed using pharmacokinetic data
from two phase I dose finding studies which were con-
ducted with E7070. In the first study, E7070 was admin-
istered as a 1 h intravenous infusion, every 3 weeks and
40 patients were treated at 8 different dose levels between
50 and 1000 mg m

 

-

 

2

 

. The second study involved a 1 h
intravenous infusion of E7070 daily for 5 days, every
3 weeks. A total of 35 patients were treated on this
schedule  with  doses  ranging  from  10  to  200 mg m

 

-

 

2

 

day

 

-

 

1

 

. In both studies, serial blood sampling was per-
formed during the first treatment cycle in order to char-
acterize the pharmacokinetic profile of E7070 with each
treatment regimen. With the 1 h infusion study, samples
were taken at 17 time points: pretreatment, at 30 min
after the start of infusion, at the end of infusion and at
10 and 30 min and 1, 2, 4, 6, 8, 12, 24, 36, 48, 72, 96
and 120 h after the end of infusion. Both day 1 and day
5 of treatment cycle 1 were sampled in the multiple dose
study. On day 1, 11 samples were taken: pretreatment, at
30 min after the start of infusion, at the end of infusion
and at 10 and 30 min and 1, 2, 4, 6, 8, and 12 h after
the end of infusion. On day 5 and later days, 15 samples
were taken: pretreatment (i.e. 23 h after the end of the
4th administration), at the end of infusion and at 10 and
30 min and 1, 2, 4, 6, 8, 12, 24, 36, 48, 72, 96 and
168 h after the end of infusion. Furthermore, samples
were taken at times of peak and trough concentrations
on the intervening days.

High performance liquid chromatography with u.v.-
detection was used for the quantification of E7070 in
plasma (NOTOX, ’s Hertogenbosch, The Netherlands).
The method was linear between 0.02 and 0.50 

 

m

 

g ml

 

-

 

1

 

with a lower limit of quantification of 25 ng ml

 

-

 

1

 

. The
within-batch and between-batch accuracy and precision
were 

 

<

 

18.8%. Briefly, 0.5 ml plasma was supplemented
with 1.0 ml of 0.1 

 

M

 

 phosphate buffer (pH 5.0), and
vortex mixed for 5 s. After the addition of 3 ml diethyl-
ether, the container was shaken for 10 min prior to
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centrifugation at 1500 

 

g

 

 for 5 min. The upper layer was
pipetted off and added to 200 

 

m

 

l (99:1 v/v) diethylether/
glycerol. The organic phase was evaporated to dryness
under a nitrogen-stream at 30 °C over approximately
20 min. This residue was dissolved in 200 

 

m

 

l end solution.
A 100 

 

m

 

l aliquot of this solution was injected onto the
chromatographic system.

The 75 patients were randomly divided into an index
data set, which was used for the development of the
limited sampling strategies, and a second data set, used
for the validation of the derived schedules. Patients from
both studies were equally divided among the index and
the validation data set. All patients gave written informed
consent and the study protocols were approved by the
Medical Ethics Committee in all study centres.

 

Development of limited sampling strategies

Development of a population pharmacokinetic model

 

A population pharmacokinetic model was developed to
describe the pharmacokinetic profile of E7070 in both
treatment regimes. Non-compartmental analyses for both
studies revealed that AUC increased disproportionately
with dose [4, 5]. In Figure 1, typical plasma concentration
time profiles are shown for two patients treated with
E7070 in the 1 h infusion or with the 5 day regimen.
The bell-shaped terminal phase of the curve indicates
that the pharmacokinetics of E7070 are nonlinear in both
treatment schedules. As a result, several multicompart-
mental, nonlinear models were evaluated, including non-
linear distribution and elimination. The pharmacokinetic
models were fitted to the index data set using the NON-
MEM program (double precision, version V. level 1.1)
[15], with the NMTRAN preprocessor and the PREDPP

package (ADVAN6), operating on an MS-DOS com-
puter. The models developed were compared using the
objective function value, a goodness-of-fit criterion
provided by NONMEM. Discrimination between hier-
archical models was determined with the log-likelihood
ratio test [15]. A 

 

P

 

 value of 0.001 representing a decrease
in objective function of 10.8 was considered statistically
significant. For nonhierarchical models the objective
function value can not be used for formal testing, but a
decrease in objective function of 10.8 units between
models with the same number of parameters was consid-
ered a real difference in goodness-of-fit.

The model that most accurately described the data
comprised 3 compartments with saturable distribution to
one peripheral compartment and two parallel pathways
of elimination, namely a saturable and a linear route of
elimination  (Figure  2)  [16,  17].  Saturable  elimination
was modelled using the Michaelis-Menten equation
described by the maximal elimination capacity expressed
as amount per unit time denoted as 

 

V

 

max

 

 (mg h

 

-

 

1

 

) and
the 

 

K

 

m

 

 (mg l

 

-

 

1

 

) which is the concentration at which the
elimination rate is half-maximal. Saturable distribution
was modelled in an analogous manner, defining D

 

max

 

(mg h

 

-

 

1

 

), the maximal distribution capacity expressed as
amount per unit time and D

 

m

 

 (mg l

 

-

 

1

 

), the concentration
at which the distribution rate is half-maximal [16, 17].
Linear elimination from the central compartment was
denoted by the elimination rate constant 

 

K

 

10 (h

 

-

 

1

 

).
Other basic pharmacokinetic parameters were 

 

V

 

 (l), the
volume of distribution of the central compartment and
the  intercompartmental  rate  constants  

 

K

 

21  (h

 

-

 

1

 

),  

 

K

 

13
(h

 

-

 

1

 

)  and  

 

K

 

31  (h

 

-

 

1

 

).  Interindividual  variability  for  the
PK parameters was modelled using a proportional error
model assuming constant coefficients of variation. For
example, variability in 

 

V

 

 was estimated using:

 

V

 

i

 

 

 

=

 

 

 

V

 

pop

 

 

 

¥
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+

 

 

 

h

 

i

 

)

where 

 

V

 

i

 

 represents the 

 

V

 

 of the i

 

th

 

 individual, 

 

V

 

pop

 

 is the
population value and 

 

h

 

 is the interindividual random
effect with mean 0 and variance 

 

w

 

2

 

. The difference
between the j

 

th

 

 measured concentration in the i

 

th

 

 individ-

 

Figure 1

 

Typical plasma concentration time profiles in patients 
treated with E7070 in a single1 h infusion and a 1 h infusion daily 
for 5 days at 700 mg m
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2

 

 (
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) and 160 mg m
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2

 

 day
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1
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Population pharmacokinetic model for E7070.
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ual (

 

C

 

obsij

 

) and its respective prediction (Cpredij) was mod-
elled with a combined additive-proportional error model:

Cobsij = Cpredij(1 + e2) + e1

where e is an independent random variable with mean
0 and variance s2. The first-order method (FO) [15] was
used throughout the analyses.

Selection of optimal time points
The optimal sampling times were determined using the
D-optimality algorithm, as implemented in the software
package ADAPT II (release 4, 1997) [18] using the
parameter estimates obtained in the population analysis
with the index set. As AUC is not a primary model
parameter, estimates of those parameters were optimized
that have a strong influence on AUC. In this context, V
and Vmax were important parameters. Nevertheless, the
design was optimized for all model parameters separately
and for different combinations of these parameters.
Therefore, different numbers of parameters were to be
optimized with each design. It appeared that this resulted
in comparable sampling times for all combinations. Sev-
eral sampling schemes were constructed for both treat-
ment regimens, based on the optimal sampling times
generated by D-optimality. Furthermore, it was accepted
that the sampling schemes should be practically feasible
in the phase II studies and therefore the strategies were
designed to provide sampling times within a time win-
dow up to 168 h after the start of infusion for the 1-h
schedule or up to 168 h after the start of the fifth admin-
istration (i.e. 264 h after the first administration) for the
5 day schedule. A sample at the end of the infusion was
included in all schedules. The sampling schedules devel-
oped were  validated  using  the  plasma  concentration-
time data of the validation data set. Individual Bayesian
estimates  of  AUC  were  generated  using  the  values  of
the population pharmacokinetic parameters for both the
fixed and random effects of the index data set and the
plasma concentrations of the validation set at the optimal
time points generated with D-optimality using the POS-
THOC option in NONMEM. As E7070 displays non-
linear pharmacokinetics, AUC cannot be calculated using
the equation: AUC = dose/CL. Therefore, AUC values
were estimated using NONMEM, with the use of a
fourth hypothetical compartment, as described previously
[19]. The change of the amount in this compartment
(A(4)) over time (t) in this compartment was described
by the following differential equation:

where C(1) represents the concentration of E7070 in the
central compartment. Integration of this equation yields
the AUC which accumulates over time. Extrapolation to

dA
dt

C
4

1
( )

= ( )

infinity was accomplished by extending the AUC up to
a very late time point (e.g. 15.00 h), at which E7070 was
no longer present in the body.

Determination of pharmacokinetic reference parameters
Reference individual values of AUC for all patients in
the validation data set were generated using the complete
plasma concentration time profile. The development of
the  population  pharmacokinetic  model  indicated  that
the nonlinear pharmacokinetic behaviour of E7070 was
described by a three compartment model with nonlinear
distribution as well as both linear and nonlinear elimina-
tion from the central compartment. The individual AUC
values were obtained by fitting the developed model to
the individual data from all patients, using a fourth hypo-
thetical compartment, as described above. For several
patients, the individual data were not sufficient for the
estimation of all parameters of the developed population
model. In those cases, other three compartment models
were applied: a linear three compartment model, a model
with nonlinear elimination or a model with parallel linear
and nonlinear elimination. Residual variability was mod-
elled using a proportional error model or a combined
additive and proportional error model. Discrimination
between the models was based on the objective function
value.

Comparison of the strategies

The validation of the limited sampling strategies was
conducted  on  a  data  set  distinct  from  the  index  data
set. The predictive performance of the various strategies
was evaluated using the mean relative prediction error
(%MPE) and the corresponding 95% confidence interval
(CI) as a measure of bias and the root mean squared
relative prediction error (%RMSE) and the correspond-
ing 95% CI as a measure of precision [20]. The %MPE
and MSE (mean squared error) and the corresponding
standard errors are given by:
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in which N is the number of pairs of true with predicted
values and pei is the relative prediction error for each
pair[ln(AUCpredicted) – ln(AUCtrue value)]. The %RMSE is cal-
culated as the square root of the MSE, multiplied by
100% and the corresponding 95% CI is defined as the
square root of the endpoints of the 95% CI of the MSE,
multiplied by 100%. The sampling schedule is considered
to be optimal when it yields predictions of the parameter
of interest that are highly precise (% RMSE <15%) and
without statistically significant bias.

Results

Patients and pharmacokinetic studies

In total, data from 75 patients were available for these
analyses. The index data set consisted of 37 patients (20
and 17 patients from the 1 h and 5 day schedule, respec-
tively), resulting in 819 observed plasma concentrations.
The validation data set comprised 38 patients (20 and 18
patients, respectively), containing 829 observed plasma
concentrations.

Population pharmacokinetic model

The data of the index set could be adequately described
by a three compartment model with saturable distribu-
tion to one peripheral compartment and a saturable and

linear two pathway elimination from the central com-
partment. The results of the fit are summarized in
Table 1. Pharmacokinetic modelling of the validation
data  set  and  of  the  combined  data  set  yielded  com-
parable estimates of all parameters (Table 1), indicating
the stability of the model. All structural parameters were
estimated with an acceptable coefficient of variation
(5.2–23% and 5.4–40% for the index and validation data
set, respectively). In both the index and validation data
set interindividual variability could be quantified for all
pharmacokinetic parameters except for Km and K31. This
should not be interpreted as an absence of variability but
simply that the data do not contain enough information
to quantify these parameters. Interindividual variability
was considerable for Dm, being 130% and 88% for the
index and validation data set, respectively. Residual vari-
ability consisted of an additive error of 0.015 mg l-1 for
the index set and 0.021 mg l-1 for the validation set. The
proportional errors were 13% and 15%, respectively.

Determination of pharmacokinetic reference parameters

Individual reference values of AUC for the validation data
set were estimated using individual fitted curves with
NONMEM. The developed population model could be
fitted to nine curves. A three compartment model with
both linear and nonlinear elimination was fitted to five
curves. A three compartment model with nonlinear elim-

Table 1 Population pharmacokinetic parameters of E7070.

Total data set (n = 75)
Estimate (CV%)

Index data set (n = 37)
Estimate (CV%)

Validation data set (n = 38) 
Estimate (CV%)

Parameter
V (l) 6.3 (3.8) 6.4 (5.2) 6.3 (5.4)
Dmax (mg h-1) 41 (16) 47 (21) 31 (30)
Dm (mg l-1) 3.9 (16) 4.3 (18) 2.7 (40)
K21 (h-1) 0.12 (14) 0.11 (19) 0.10 (20)
K13 (h-1) 1.1 (7.3) 1.1 (11) 1.0 (9.9)
K31 (h-1) 0.51 (7.5) 0.57 (11) 0.44 (11)
Km (mg l-1) 0.52 (20) 0.75 (23) 0.31 (30)
Vmax (mg h-1) 3.1 (12) 4.2 (6.4) 2.7 (17)
K10 (h-1) 0.036 (16) 0.029 (22) 0.037 (16)
Interindividual variability (%)
V 26 (18) 24 (29) 27 (24)
Dmax 37 (56) 39 (62) 35 (81)
Dm 100 (38) 130 (38) 88 (56)
K21 60 (25) 56 (24) 59 (56)
K13 26 (36) 26 (58) 21 (47)
Vmax 48 (40) 56 (65) 44 (57)
K10 62 (42) 65 (57) 49 (57)
Residual variability
Proportional error (%) 15 (6.1) 13 (9.8) 15 (6.7)
Additive error (mg l-1) 0.021 (17) 0.015 (29) 0.021 (20)

CV = coefficient of variation.
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ination was fitted to nine curves, the other 15 curves
were described using a linear three compartment model.

Optimal sampling strategies

For the 1 h infusion, optimal time points proved to be
samples at 1, 1.5, 7, 25, 97 and 168 h after the start of
the infusion. Several strategies, which would be practical
in view of the phase II studies, were derived from these
optimal time points (see Table 2). A sample at the end
of the infusion, i.e. 1 h, was included in all sampling
strategies. From all patients in the validation data set,
samples were selected closest to the optimal time points.
In the validation data set, samples at 168 h after start of
treatment were only available for three patients from the
1 h infusion study. Therefore, this time point could not
be evaluated. The predictive performance of the devel-
oped strategies is summarized in Table 3. A sampling

schedule based on two time-points (schedule 1) resulted
in 8.4% overestimated predictions of AUC, although this
bias was not statistically significant. However the predic-
tions were imprecise (precision 43%). Addition of a third
sample improved both bias and precision (schedules 2–
4). A strategy based on five samples yielded the best
predictive performance of all schedules tested. However,
a sample at 7 h appeared to be not practical in the phase
II studies. Therefore, a four point sampling schedule with
samples at 1, 1.5, 25 and 97 h after start of the infusion
was considered to be the optimal strategy. The resulting
predictions of AUC were very adequate with a statisti-
cally insignificant bias of 0.74% and 13% precision. In
Figure 3a, the predicted values of AUC using this model
are plotted against the reference values.

The optimal time points selected for the 1 h infusion
5 day schedule included samples at 97 h, 97.5, 103, 120,
168, 192 and 264 h after the start of the first infusion.

Table 2 Optimal sampling strategies for the 1 h infusion.

Strategy
Number of

samples Sampling times after start of infusion

1 2 1 h 1.5 h
2 3 1 h 1.5 h 7 h
3 3 1 h 1.5 h 25 h
4 3 1 h 1.5 h 97 h
5 4 1 h 1.5 h 7 h 25 h
6 4 1 h 1.5 h 7 h 97 h
7 4 1 h 1.5 h 25 h 97 h
8 5 1 h 1.5 h 7 h 25 h 97 h

Table 3 Predictive performance for the different sampling 
strategies of E7070 AUC for the 1 h infusion.

Strategy
Number of

samples % Bias (95% CI) % Precision (95% CI)

1 2 8.4 (-12, 29) 43 (28, 54)
2 3 4.8 (-11, 21) 33 (24, 41)
3 3 4.9 (-5.1, 15) 22 (16, 26)
4 3 6.7 (-4.9, 19) 26 (8.9, 35)
5 4 3.8 (-5.9, 14) 21 (15, 25)
6 4 1.2 (-6.9, 9.3) 17 (0, 24)
7 4 0.74 (-5.6, 7.1) 13 (5.6, 18)
8 5 -0.67 (-5.6, 4.3) 10 (7.1, 13)

CI = confidence interval.

Figure 3 Predicted values of AUC using the optimal sampling strategies vs reference values of AUC for after a single 1 h infusion schedule 
(panel a) and after a 1 h infusion daily for 5 days (panel b). The solid line represents the line of identity.
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Furthermore, samples were included at 1 h after the start
of the first infusion (1 h) and a sample just prior to the
fifth infusion. Several sampling strategies composed from
these time points were evaluated and are listed in Table 4.
The predictive performance of the corresponding models
is presented in Table 5. A strategy including all selected
time points (i.e. 9 samples) showed the best predictive
performance, although all strategies tested appeared to
yield unbiased and precise predictions of AUC. It
appeared that samples at 1, 103, 120 and 192 h were not
essential for an accurate prediction of AUC with this
schedule. A five point strategy with samples at 96, 97,
97.5, 168 and 264 h after the start of the first infusion
was selected to be the optimal sampling schedule for the
multiple dosing regimen. This strategy demonstrated
good predictive performance (bias 3.2% and precision
12%) and could be easily implemented in the phase II
study protocols. Figure 3b presents a plot of the predicted
values of AUC using this strategy against the reference
values.

Discussion

The present study focused on the development and val-
idation of limited sampling strategies for the prediction

of E7070 AUC in cancer patients. The AUC value is
considered a measure of total exposure to the drug and
is often used in oncology in relation to efficacy and
toxicity [21]. Furthermore, the Bayesian method used
allows the estimation of other potentially important
parameters, such as the maximum concentration or the
time above a certain threshold concentration. The limited
sampling strategies developed here will be applied in
phase II studies that utilize two different treatment sched-
ules, a 1 h infusion schedule and a 1 h infusion daily for
5 days. Complete plasma concentration profiles of the
patients in two phase I studies were used for the devel-
opment and validation of the sampling strategies.

For the estimation of individual pharmacokinetic
parameters using the Bayesian approach, pharmacokinetic
parameters of the study population need to be established
a priori. A population pharmacokinetic model was devel-
oped using the index data set, comprising data from 37
patients treated on either infusion schedule. The pharma-
cokinetic model which most accurately described the
data consisted of three compartments with saturable dis-
tribution to one of the peripheral compartments and
both a linear and a saturable pathway of elimination [16].
Interindividual variability could be quantified for all
parameters except for K31 and Km. Modelling of the data
of the 38 patients in the validation set and of the total
data set (n = 75) yielded parameter estimates that were
essentially equal to those of the index set, indicating that
the developed population model was sufficiently robust.
Furthermore, the model accurately described the indi-
vidual pharmacokinetic profile, as residual variability was
small, the proportional error being 13% and 15% for the
index and validation data set, respectively. The additive
component of the residual variability in both data sets
was near the lowest observed concentration (i.e. 0.015
and 0.016 mg l-1, respectively), but inclusion of this
parameter in the model significantly improved the fit to
both data sets.

A Bayesian approach for optimal sampling has the
advantage of being able to obtain a full pharmacokinetic
profile using a sparse data set. Furthermore, there is no

Table 4 Optimal sampling strategies for the 1 h infusion of E7070 daily for 5 days schedule.

Strategy Number of samples Sampling times after start of infusion

1 5 96 h 97 h 97.5 h 168 h 264 h
2 6 1 h 96 h 97 h 97.5 h 120 h 192 h
3 6 1 h 96 h 97 h 97.5 h 120 h 168 h
4 6 96 h 97 h 97.5 h 120 h 168 h 264 h
5 6 1 h 96 h 97 h 97.5 h 168 h 264 h
6 7 1 h 96 h 97 h 97.5 h 103 h 120 h 168 h
7 7 1 h 96 h 97 h 97.5 h 103 h 120 h 168 h 192 h 264 h
8 9 1 h 96 h 97 h 97.5 h 120 h 168 h 264 h

Table 5 Predictive performance for the different sampling 
strategies for prediction of E7070 AUC for 1 h infusion daily for 
5 days.

Strategy
Number of

samples % Bias (95% CI) % Precision (95% CI)

1 5 3.2 (-2.6, 9.0) 12 (6.4, 15)
2 6 3.6 (-3.1, 10) 14 (3.8, 19)
3 6 2.1 (-4.4, 8.6) 13 (0, 18)
4 6 2.6 (-2.3, 7.6) 10 (4.6, 13)
5 6 1.5 (-5.5, 8.5) 14 (2.9, 19)
6 7 -0.52 (-5.8, 4.7) 10 (0, 16)
7 7 1.5 (-5.5, 8.5) 14 (2.9, 19)
8 9 0.43 (-5.1, 5.9) 11 (0, 17)

CI = confidence interval.
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need for the infusion times or sampling times to be exact.
The D-optimality criterion is the most often used design
criterion for nonlinear models and it was used in the
present study for the determination of the optimal time
points within a certain time window. However, this cri-
terion does not take into account prior knowledge of
the parameter distributions [14, 22]. The efficiency of the
design procedures could be improved by incorporating
this prior information [22]. However, to our knowledge,
software incorporating prior knowledge is not commer-
cially available.

In the present study, optimal sampling strategies were
developed and validated for the prediction of E7070
AUC with two treatment regimens. With the 1 h infu-
sion, a four point model was selected. However, the D-
optimality criterion indicated that inclusion of a sample
at 168 h, would improve the predictions. The benefit of
this sample could not be evaluated, as too few samples
were available at this time point. However, inclusion of
a sample at 264 h (i.e. 168 h after the start of the 5th
administration) improved AUC predictions for the 5 day
schedule. Furthermore, it is likely that a sample taken at
a late time point of approximately 1 week after treatment
could improve the determination of Vmax, which influ-
ences the AUC value. Therefore, the inclusion of this data
point in the model was recommended. The developed
sampling schedules for the treatment regimens appeared
to yield very accurate predictions of AUC although the
requirement for five samples is considerable. However, in
view of the complex pharmacokinetic properties of
E7070 with both saturable distribution and elimination,
this number of samples seems to be necessary. Further-
more, these five point sampling strategies will not only
enable the prediction of AUC in the phase II studies, but
will also allow the description of the full pharmacoki-
netic profile of E7070 using Bayesian estimation. More-
over, the proposed sampling times could easily be
incorporated into the study protocols.

In conclusion, we have developed and validated lim-
ited sampling strategies for the prediction of total expo-
sure to E7070, expressed as AUC. For both treatment
schedules, the strategies provided accurate and precise
predictions of AUC and will facilitate pharmacokinetic
monitoring during phase II studies. As the pharmaco-
kinetics of E7070 are very complex, further characteriza-
tion of its full pharmacokinetic profile in larger numbers
of patients is essential, and this will enable investigation
of the relationships between response or toxicity and
exposure to the drug.
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