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ABSTRACT A systematic new approach to derive multiscale coarse-grained (MS-CG) models has been recently developed.
The approach employs information from atomistically detailed simulations to derive CG forces and associated effective
potentials. In this work, the MS-CG methodology is extended to study two peptides representing distinct structural motifs,
a-helical polyalanine and the b-hairpin V5PGV5. These studies represent the first known application of this approach to peptide
systems. Good agreement between the MS-CG and atomistic models is achieved for several structural properties including
radial distribution functions, root mean-square deviation, and radius of gyration. The new MS-CG models are able to preserve
the native states of these peptides within ;1 Å backbone root mean-square deviation during CG simulations. The MS-CG
approach, as with most coarse-grained models, has the potential to increase the length and timescales accessible to molecular
simulations. However, it is also able to maintain a clear connection to the underlying atomistic-scale interactions.

INTRODUCTION

In recent years, there has been rapidly growing interest in the

coarse-grained (CG) modeling of polymers (1), lipids (2,3),

and proteins (4–7). In biological systems, many phenomena

such as protein folding and peptide aggregation occur on

long timescales and may involve large lengthscales. These

characteristics hinder efforts to probe such processes with

current atomistic molecular dynamics (MD) methods. Lower

resolution CG models provide a practical way to surmount

the limitations of current molecular simulation studies. Sim-

plified yet accurate CG models are therefore required to

extend the scope of simulations to larger length and longer

timescales to unravel complex biological processes.

Gō models are some of the earliest reduced models for

proteins (8). Primarily employed for folding studies, such

models employ native state residue contacts to parameterize

an energy landscape that is smoothly funneled toward the

native state configuration. Other approaches to producing CG

models include the generation of knowledge-based statistical

potentials by using frequency distributions of pair-distances

to extract effective potentials between residues. For example,

Pliego-Pastrana et al. used 196 crystal structures to derive the

average radial distribution function (RDF) for the centroid

of alanine (5). They then used this RDF to determine an

effective potential for alanine through the Ornstein-Zernike

equation with an appropriate closure approximation. Giessen

and Straub also investigated the coil-to-helix transition for

polyalanine with a CG residue-residue interaction model

derived from a statistical analysis of the protein data bank (9).

One possible limitation of such knowledge-based effective

potentials is that it is unclear whether the distribution of

radial distances for residues in crystal structures accurately

represents the corresponding distribution in solvent.

Effective potentials have also been derived from atomistic

molecular simulations. Usually an empirical functional form

for the effective interactions is assumed and simulation

results are used to parameterize this functional form. One

example of this approach is the UNRES model of Scheraga

and co-workers (10,11). These researchers developed a CG

model by fitting free energy functions from all-atom simula-

tions of oligopeptides. In another example, Smith and Hall

used discontinuous molecular dynamics to study a-helix

formation with an intermediate-resolution polyalanine model

(12). Iterative Boltzmann inversion (13) or reverse Monte

Carlo (14) methods are also often used to extract such effec-

tive potentials. In these schemes, the effective potentials are

iteratively refined so that the radial distribution functions

obtained by these potentials coincide with those obtained by

atomistic simulations.

Force-matching (FM) is another method that can be used

to extract effective potentials from molecular systems by

minimizing the difference between atomistic and predicted

effective forces. The method was originally developed to

extract interatomic potentials from ab initio MD data (15).

Izvekov et al. have recently described a new FM approach to

systematically derive such potentials (16,17). Subsequently,

we recognized that the method could be generalized to

employ the atomistic forces derived from an MD simulation

to systematically generate a pairwise additive, CG represen-

tation of a given molecular system (18,19). The essence of the

approach is to use the trajectory and force data from atomistic

MD simulations to derive a corresponding CG force field via

a statistical least-square fitting procedure. This approach has

been effectively used to reproduce structural properties for

lipid bilayers (18,20), liquid water and methanol (19), ionic

liquids (21), and nanoparticles (22). In this work, we extend

this methodology to extract a CG force field for peptides,

which in many ways represents a more significant challenge.Submitted July 31, 2006, and accepted for publication February 20, 2007.
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The nature of the CG interactions obtained necessarily de-

pends on the conditions under which the original atomistic

simulations were performed. These conditions encompass

the specific thermodynamic state investigated and the region

of configuration space explored during the simulations.

Because the effective potentials represent averaged interac-

tions, the nature of this averaging is expected to change as

different regions of configuration space are explored. How-

ever, the primary goal of this work is to determine how well

the MS-CG approach can reproduce the effective interac-

tions represented in a given set of MD simulations. The

manner in which these interactions differ with simulation

conditions will be explored in future studies. Furthermore,

we are principally concerned with accurate reproduction of

equilibrium structural properties rather than dynamical quan-

tities in our first application of this approach. Coarse graining

procedures can in general modify the properties of the free

energy landscape underlying the CG models compared to

that present in the original atomistic systems. For example,

one would expect that the averaging of atomistic interactions

that is inherent to coarse-graining methods will smooth the

underlying free energy landscape, facilitating exploration of

the corresponding phase space. Indeed, this is thought to be

one advantageous feature of CG models. Although the

details of CG and atomistic landscapes may deviate, our

primary focus of this work is to ensure that the essential

features of the free energy landscape are maintained by the

CG model. In this regard our main goal is to ensure that the

locations of free energy minima within the CG landscape

correspond to those present in a CG representation of the

original atomistic system. As a consequence, average (i.e.,

equilibrium) properties of both systems will be comparable

despite the fact that some detailed properties of the indi-

vidual free energy landscapes differ. For these studies, the

region of configuration space investigated is the folded con-

formation of two simple peptides with common structural

motifs: an a-helical polyalanine pentadecamer (Ala-15) and

the b-hairpin peptide V5PGV5. This work demonstrates

for the first time the feasibility of ultimately applying this

methodology to protein systems.

METHODS

Atomistic simulations

Atomistic MD simulations for the solvated peptide systems were first per-

formed. The initial helical conformation for a-helical Ala-15 was generated

by using the CHARMM c30b2 package (23) and setting backbone dihedral

values of f ¼ �53.2�, c ¼ �47.5�. For the b-hairpin peptide V5PGV5, the

structure from Ferrara et al. was adopted (24). For each system, five peptides

were solvated in a cube of TIP3P (25) water with edge length of 40 Å. Water

molecules whose oxygen atom was closer than 2.8 Å to peptide atoms were

deleted, leaving 1919 and 2130 water molecules for the Ala-15 and V5PGV5

systems, respectively. Each system was subjected to 1000 cycles of steepest

descent minimization followed by another 1000 minimization steps us-

ing the conjugate gradient method. Peptide atoms were kept fixed during

minimization. Each system was then heated to 310 K and preequilibrated for

3000 steps of MD using CHARMM. The peptides were kept constrained at

their initial configuration during this stage. Then, each preequilibrated con-

figuration was used to initiate MD simulations using the CHARMM force

field and the DL_POLY molecular simulation package (26). The temper-

ature was kept at 310 K using a Nose-Hoover thermostat with a relaxation

time of 0.5 ps. Bonds containing hydrogen were held rigid using the SHAKE

(27) method with a geometric tolerance of 10�6. The cutoff distance for

short-range nonbonded interactions was set at 10 Å. Electrostatic interac-

tions were calculated using the particle mesh Ewald summation and a time

step of 2 fs was employed. Each system was equilibrated for 2 ns followed

by a production stage in which a 4-ns trajectory with 2000 configurations

was generated for further analysis.

Coarse graining

Each amino acid side chain was treated as one CG group, which each

comprises a virtual ‘‘bead’’. Two levels of resolution for the peptide

backbone (–NH–CH–CO–) were investigated, with either one or three beads

per peptide unit (i.e., for a total of two or four beads per amino acid residue).

For the latter models the backbone groups –NH–, –CH–, and –CO– were

each treated as CG sites called NBB, CBB, and OBB respectively. For

proline, the backbone N atom was represented as a separate group (NBP).

For glycine, the whole residue backbone was considered a group (CBG).

Each water molecule was represented by a one-site bead CGW, allowing

solvent effects to be explicitly manifest in the present MS-CG models. This

contrasts with other CG approaches that often account for solvent in an

implicit manner (11). The positions of CG sites were usually placed either at

the center of geometry or at the center of mass of the corresponding atoms.

When the positions of all CG groups are placed at the center of mass of the

corresponding atomistic groups, this scheme is referred to as COM. Like-

wise, placing all CG groups at the geometrical centers of atomistic groups

leads to COG. Various combinations of COM and COG coarse graining

were employed. Full descriptions of the various CG schemes are provided as

Supplementary Material. Comparisons of the atomistic and two-bead-per-

residue COM models for Ala-15 are shown in Fig. 1.

FIGURE 1 Atomistic (left) and two-bead-per-residue COM-CG (right)

models of Ala-15. Note the dramatic reduction in system size that is asso-

ciated with the conversion from atomistic to MS-CG representations. This

greatly reduces the time and memory requirements necessary for MS-CG

versus atomistic simulations.
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Coarse-grained force fields

The coarse-grained force field is composed of nonbonded and bonded

interactions derived from FM and statistical analysis of the atomistic

simulation trajectories, respectively. This was done for reasons of simplicity.

During the course of our investigations we found that the fluctuations of the

virtual CG bonded interactions are well represented by simple analytic

expressions. Thus, it was relatively easy to fit these probability distributions

with the appropriate potentials as described in the section ‘‘Bonded inter-

actions’’ without employing the FM approach. The FM procedure described

below was applied only to the nonbonded interactions between CG sites.

Force matching

The core of the FM method lies in minimizing the difference between

atomistic forces projected unto CG sites and predicted CG forces, which is

equivalent to minimizing the residual x2 given by:

x
2 ¼ +

L

l

+
M

i

jFref

il � F
pred

il j
2
; (1)

where Fref
il , Fpred

il are, respectively, a reference force computed from the

atomistic simulations and a CG force predicted to act on the ith atom in the

lth atomic configuration. The summation runs over all M atoms found in

the L atomic configurations used in the fit. The force for each CG site is the

algebraic sum of the corresponding atomic forces in each direction. The

method divides the radial distance between pairs of CG sites into bins and

fits the force inside each bin using a cubic spline so that the computed CG

force field is no longer restricted to a simple analytic form. The use of splines

to represent the CG forces dramatically simplifies the least-squares fitting

procedure by making these forces linear functions of the system coordinates.

Consequently, the conditions embodied by Eq. 1 can be enforced simply by

framing the problem as a matrix equation. Details of the implementation

have been previously described (18,19). For this study, Fpred
il were fit so that

effective interactions for a given CG type were identical regardless of posi-

tion along the peptide chain. The grid spacing for the force-distance rela-

tionship was set to 0.5 Å and the cutoff for computation of CG forces was set

to at least 12 Å. Equation 1 was solved repeatedly for 40 configuration sets,

with each set consisting of 50 configurations. The resulting solutions were

averaged over all sets to obtain the effective CG forces. This data was then

placed into a numerical DL_POLY format table file with tabulated forces

and potential energies for later CG simulations.

Bonded interactions

It was assumed that CG bonded interactions are composed of stretching,

angle bending, and dihedral torsion terms. Both stretching and bending are

assumed to be harmonic whereas dihedral interactions are represented by a

cosine series:

UCG

b;a ðbÞ ¼
1

2
kb;aðb� b0Þ2 (2)

U
CG

dihedralðfÞ ¼ A½1 1 cosðmf� dÞ�; (3)

where b and a represent specific bond or angle terms, k is the force constant,

b0 is the equilibrium value, A is the torsion force constant, m is the multi-

plicity, and d is the phase angle. In accordance with Boltzmann statistics the

normalized probability distribution Px of CG bond length, angle, or dihedral

x satisfies:

Px ¼ Cxexp½�bU
CG

x �; (4)

where b ¼ 1=kBT, kB is Boltzmann’s constant, T is the temperature, and C is

a fitted constant. The CG bonded parameters were determined by a con-

ventional least-square fit of the probability distributions obtained from

atomistic simulations employing Eqs. 2–4. For two-bead models of Ala-15,

only bonded parameters for stretching and bending were fit.

Assessment of efficiency

An often touted benefit of CG models is that they can enhance the efficiency

of molecular simulations. Enhanced efficiency can be separated into two

main components. One comes from reduced computational expense due to

the decreased number of degrees of freedom that must be considered for CG

simulations. Another stems from the enhanced exploration of configuration

space induced by the smoother effective interactions present in CG

simulations. The first factor can be subdivided into a reduced complexity

factor C and an increased time step factor I. C can be simply represented by

C ¼ Natm/NCG, where Natm and NCG represent the number of atomistic and

coarse-grained degrees of freedom, respectively. Increased values of C

represent savings in memory and computational manipulations that will be

needed to generate a given step of simulation data in the CG system. For the

systems discussed here C is determined primarily by solvent degrees of

freedom. As each water molecule (three atoms) is represented by a single

bead in these MS-CG models, C exhibits a value of ;3. Values of C

observed for Ala-15 MS-CG models are 3.028 for two-bead models and

2.986 for four-bead models, whereas V5PGV5 models exhibit a value of

3.018 (only four-bead models are discussed for this peptide). The reduction

in complexity denoted by C itself implies a possible enhancement in the time

step possible for CG dynamics I that depends on the masses of the coarse-

grained particles. I stems from the increased integration time step that can be

applied while solving the CG equations of motion because certain degrees of

freedom are not explicitly considered. This can be represented by I ¼ tCG/

tatm where the numerator and denominator are the integration time steps

possible in CG and atomistic simulations, respectively. The necessary

integration time step is determined by the lightest particles in each system

and can be assessed by comparing the ratios of the lightest masses present in

MS-CG and atomistic simulations. A detailed description of how I may be

computed is presented as Supplementary Material. For the systems em-

ployed in this work, I was found to be on the order of fourfold, suggesting

that it should be possible to employ an integration time step in the MS-CG

simulations approximately four times as large as that used for the atomistic

simulations. However, to facilitate comparisons this factor was not incor-

porated into this MS-CG simulation protocol.

The contribution due to enhanced sampling of configuration space is

harder to assess. In this work we focus on the peptide degrees of freedom to

evaluate this capability for two reasons. Firstly, obtaining a meaningful

representation of peptide properties is usually the main motivation for

carrying out solvated peptide simulations. Secondly, spatial and temporal

correlations tend to decay much more quickly in the solvent than in the

protein. The extent to which configuration space is explored will be limited

by the longest-lived correlations and thus will be determined primarily by

the peptide. As a result, the efficiency of conformational sampling for the

peptide system was used as a proxy for the overall rate of sampling in each

simulation. The approach employed in this study is to separate the total

sampling enhancement STot into two components SFlu and SExp that can be

evaluated separately: STot ¼ SFluSExp. The first factor SFlu incorporates

effects that arise due to more rapid fluctuations in the MS-CG systems. This

leads to increases in the rates of processes observed in MS-CG simulations

compared to the corresponding atomistic systems. This factor indicates how

many fewer simulation steps are needed to observe a given phenomenon

in MS-CG simulations. When the rates observed in atomistic and CG

simulations are denoted by katm and kCG, SFlu can be represented by SFlu ¼
kCG/katm. If one takes the simple approximation that the observed rates are

linearly dependent on the inverse of some correlation time t that charac-

terizes the decay of fluctuations in the systems, k ¼ at�1, then SFlu is

proportional to tatm/tCG. This is intuitively the behavior one expects: pro-

cesses that occur more quickly in the CG simulations lead to larger values of

SFlu. In this study it is assumed that the prefactor a for atomistic and MS-CG

simulations is approximately the same. This allows the ratio of correlation
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times measured in MS-CG and atomistic simulations to be directly employed

to evaluate SFlu. This approach is reasonable because the fundamental processes

that govern correlations (i.e., peptide conformational fluctuations) are iden-

tical in each system. Root mean-square deviation (RMSD) fluctuations with

respect to a given initial conformation were used to compute these cor-

relation times. RMSD fluctuations were employed because this measure can

be explicitly related to conformational fluctuations. Systems that exhibit

rapid fluctuations in RMSD should tend to exhibit more rapid conforma-

tional fluctuations and accelerated decorrelation processes. The time course

of RMSD values occurring in MS-CG simulations and in CG representations

of the corresponding atomistic simulations (e.g., see Figs. 5 and 9) were used

to compute autocorrelation functions. These autocorrelation functions were

then fit to multiexponential expressions to derive correlation times charac-

terizing the decay of RMSD correlations as described in the Supplementary

Material. Ratios of these correlation times were employed to compute the

values of SFlu shown in Table 1.

The second factor SExp incorporates efficiency enhancements that arise

when additional regions of conformational space are visited in the MS-CG

simulations compared to atomistic simulations. Any metric chosen to eval-

uate SExp should reflect the breadth of the conformational distributions pre-

sent in the two systems. RMSD was also employed for this purpose because

it directly measures the Euclidean distance between two conformations.

Thus, the breadth of a distribution of RMSD values is commensurate with

the size of a given conformational space. One simple and effective indicator

that provides this information is the variance obtained for the RMSD

distributions described above. Thus, the variance of RMSD values D2 in

MS-CG and atomistic simulations was employed to evaluate SExp: SExp ¼
D2

CG=D2
atm. Computed values of SExp are presented in Table 1 whereas the

observed values of D2 are provided as Supplementary Material. The overall

efficiency (OE) gains expected from the MS-CG simulations can then be

evaluated via OE ¼ CISTot, where STot ¼ SFluSExp.

RESULTS AND DISCUSSION

Nonbonded interactions

Nonbonded forces and potentials obtained from the MS-CG

procedure are displayed in Figs. 2 and 3. Although they do

incorporate information about the forces that occur in a given

system, the MS-CG forces are not simply the averaged forces

at a certain radial distance for a given CG pair. It is well

known that potential of mean force (PMF) for any coordinate

can be obtained by evaluating the average forces that arise at

a given value of this coordinate. This average is equal to the

gradient of the PMF; integrating the average forces obtained

in this way provides the free energy of the system with

respect to the coordinate of interest. We must stress that the

effective MS-CG forces represent more than just the gradient

of the conventional PMF and that the MS-CG potentials do

not correspond to a PMF in the sense described above. The

MS-CG interactions do represent many-dimensional free

energy functionals since they involve averaging over certain

degrees of freedom (i.e., those that have been coarse grained

away). However, a conventional PMF only provides infor-

mation about the direct (two-body) correlations that occur

in a system. In contrast, MS-CG interactions incorporate

information about both two- and three-body correlations that

are present in the underlying MD simulations. This issue is

discussed at length in a forthcoming publication from our

group (28). To demonstrate the difference, the gradient of the

radial PMF for the CG sites from atomistic MD data is

compared to the corresponding MS-CG force for various

sites from the two-bead COM model of Ala-15 in Fig. 2. The

bead representing each residue backbone is referred to as

BBN whereas each side-chain bead is called ALA. Radial

PMFs W(r) were obtained via WðrÞ ¼ �kTlngðrÞ, where

g(r) is the radial distribution function computed from the

atomistic simulations. The PMF curves were then numeri-

cally differentiated to provide gradient information.

It can be seen that the MS-CG forces and the PMF gra-

dients are qualitatively different for the peptide CG groups.

This is particularly evident at large separations, where the

PMF gradients display substantial fluctuations whereas the

MS-CG forces have largely decayed to zero. The MS-CG

forces and PMF gradients are more similar for solvent inter-

actions, although a distinct offset between the two curves is

apparent. This difference becomes more pronounced as the

van der Waals radius is approached. This observation sug-

gests that the unique many-body nature of the MS-CG forces

is primarily manifest via nearest neighbor effects.

In contrast to the usual assumption underlying most CG

force fields that employ preselected analytical forms for all

interactions, the characteristics of the nonbonded CG force

profiles obtained in this work could not likely have been

predicted a priori from the underlying atomistic data. The

force profiles derived using other two-bead CG schemes are

similar to those displayed in Fig. 2. The nonbonded force

profiles of CG site pairs for four-bead models of Ala-15 and

V5PGV5 are provided as Supplementary Material. It was

found that all CG forces converge to zero at long range. At

short and intermediate ranges, there are both repulsive and

attractive forces. As constrained by the conformation of the

peptides in the atomistic simulations, distinct relative orien-

tations between CG sites exist at different distances. This

anisotropic effect is implicitly included in the nonbonded

interactions determined in the MS-CG methodology. The

nonbonded interactions for CG pairs effectively incorporate

both van der Waals and electrostatic interactions present in

the atomistic system (including hydrogen bonding). How-

ever, at the two-bead level the net charge of each peptide and

TABLE 1 Enhanced sampling factors computed for different

MS-CG peptide models

SFlu SExp STot

Ala-15

COM 1.16 4.08 4.73

CMG 7.77 3.47 27.0

COG 2.87 3.61 10.4

ACG 15.93 4.08 64.9

HCO 67.85 0.053 3.60

NCC 22.23 0.29 6.42

GCG 301.1 0.085 25.6

V5PGV5

HCO 448.3 0.087 39.0

NCC 2.13 14.6 31.1

GCG 4.25 0.056 0.238
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solvent CG group is zero. Consequently, van der Waals and

dipole interactions play a primary role in determining the net

forces. The relatively high density present in condensed

phase systems causes the overall effect of these interactions

to be dominated by collisions between particles. Conse-

quently, the MS-CG forces chiefly reflect the repulsive part

of the van der Waals curve. Nonbonded interactions between

CG beads thus look very much like interactions within a

Lennard-Jones fluid at this level of coarse graining. This

effect is evident in the primarily repulsive nature of the force

profiles displayed in Fig. 2.

MS-CG potentials are compared to the corresponding

radial PMFs in Fig. 3. The MS-CG potentials were obtained

by numerically integrating the MS-CG forces. Curves have

been shifted to match zero at long distances. It is clear that

the PMFs exhibit significant qualitative differences from the

MS-CG potentials and in particular are much more attractive.

The highly structured nature of the peptide is apparent from

the many fluctuations observed in the peptide PMFs that

persist to quite long lengthscales. These structural correla-

tions decay more quickly for the solvent interactions. In general

the MS-CG potentials decay to zero much more rapidly than

the PMFs and, in a similar manner to the MS-CG forces, are

dominated by repulsive interactions at short range. Thus,

MS-CG interactions at this lengthscale are governed by

excluded volume effects. At intermediate distances only the

BBN-BBN interaction exhibits a significantly attractive na-

ture (i.e., negative potential). This is likely due to the hydrogen

bonding interaction between backbone atoms. Further evi-

dence of the contribution of atomistic interactions to CG

properties is the deeper energy minimum that exists at short

range for polar pair CGW-CGW compared to that of the less

polar pair BBN-CGW or the nonpolar/polar pair ALA-CGW.

Even though the constituent atoms of both the BBN and

CGW groups are polar and able to form hydrogen bonds, the

BBN-CGW interaction is less favorable than BBN-BBN or

CGW-CGW because the peptide units are oriented to prefer-

entially interact with each other along the helical axis and not

with solvent (since the helix exhibits a folded configuration).

Note that the radial PMF for the CGW-ALA interaction ex-

hibits a distinct minimum whereas the corresponding MS-

CG interaction does not. One might consider it surprising

that this minimum in the PMF exists because the interaction

between polar CGW and hydrophobic ALA is expected to be

negligible. This observation can be rationalized by consid-

ering that the PMF reflects preferential ordering of the polar

solvent at the surface of the hydrophobic ALA site due to

favorable solvent entropy. As the intersite potential for a given

CGW-ALA pair, the MS-CG interaction does not include

contributions due to interactions between sets of CGW-ALA

pairs and thus does not incorporate this effect. These com-

ponents of the PMF are recovered by performing MS-CG

FIGURE 2 MS-CG force profiles

(solid lines) and PMF derivatives

(dashed) for the interaction of CG site

pairs in the two-bead COM-CG model

of Ala-15. Peptide-peptide interactions

are displayed in the left plot whereas

interactions involving water (CGW) are

displayed in the right plot. Note that the

MS-CG forces are significantly differ-

ent from the PMF derivatives. Also

note that the inset of the bottom right

plot provides a detailed illustration of

the differences between the curves at

small separations. In general the profiles

do not resemble simple analytic func-

tions. This observation demonstrates that

the effective MS-CG forces in molec-

ular systems are not easily predicted a

priori. The ability to represent essen-

tially any type of effective interaction is

one of the distinct strengths of our FM

approach. All data are reported in

atomic units (au).
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MD simulations to include the contributions from each of the

CGW and ALA sites in the system. Carrying out this

procedure does generate the correct distribution functions:

this can be assessed by comparing the CGW-ALA RDFs

obtained from atomistic and MS-CG simulations (see Fig. 7

below). While MS-CG interactions involving solvent mol-

ecules decay quickly to their bulk values, interactions be-

tween the peptide CG beads decay very slowly and extend

over a much longer range. Thus, these potentials may be very

sensitive to the detailed physical properties of the underlying

atomistic system. It is worth noting the damped oscillations

in the BBN-BBN potential that may reflect the periodic

nature of the helical backbone. These oscillations are also

present to a lesser extent in the other protein-protein interac-

tions. As noted above for the forces, the precise nature of the

CG potentials could not necessarily have been predicted a

priori without using the present multiscale FM procedure.

Bonded interactions

Parameters for the CG bonded interactions are provided as

Supplementary Material. A comparison of distribution func-

tions for stretching and bending between the two-bead COM

model of Ala-15 and atomistic simulations are displayed in

Fig. 4. The agreement between atomistic and CG probability

distributions is observed to be quite good, which indicates

that the harmonic assumption for CG bonded interactions

performs well. Similar agreement is observed for V5PGV5

(data not shown). It should be noted that the angles BBN-

BBN-ALA and ALA-BBN-BBN in the two-bead CG model

for Ala-15 need to be differentiated. The CG site ALA in

ALA-BBN-BBN is closer to the N-terminus than that in BBN-

BBN-ALA for the same two consecutive BBN sites and this

asymmetry must be reflected in the underlying CG force field.

Structural properties

MS-CG simulations were performed using the computed

force profiles and parameters for comparison with atomistic

MD simulations. For the Ala-15 and V5PGV5 systems, a

single peptide was solvated in a cubic box (box length 40 Å)

with 2136 and 2130 MS-CG water molecules, respectively.

For the sake of comparison, most of the MS-CG simulation

conditions are the same as those in the atomistic MD sim-

ulations, except that a slightly larger nonbonded cutoff of

12.0 Å was used. RDFs, RMSD, radius of gyration (Rg), and

intersite dihedral angles were calculated for each peptide.

Two-bead model: Ala-15

Displayed in Fig. 5 is the average structure for the COM

model of Ala-15 superimposed on the CG representation of a

FIGURE 3 Effective potentials be-

tween MS-CG sites in the two-bead

COM-CG model of Ala-15 are compared

to radial PMFs derived from atomistic

radial distribution functions. Peptide-

peptide interactions are displayed in the

left plot whereas interactions involving

water (CGW) are displayed in the right

plot. Note that the PMFs are significantly

different from the MS-CG potentials, and

in particular are more attractive in na-

ture. The inset of the bottom right plot

provides a detailed illustration of the

differences between the two curves at

small separations. MS-CG effective in-

teractions are dominated by repulsion

between CG groups, particularly at short

distances. However, favorable interac-

tions do exist at intermediate distances.

Note that the depth of energy minima in

the MS-CG potentials progressively in-

crease with the strength of the underly-

ing atomistic interactions: BBN-BBN .

CGW-CGW . BBN-CGW . ALA-

CGW (see text). This reflects electro-

static and hydrogen bonding interactions

subsumed into the effective potentials.

Data reported in atomic units.
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structure from the atomistic trajectory. The helical structure

of the peptide is seen to be well preserved by the model. A

comparison of the evolution of RMSD in MS-CG and

atomistic simulations is also shown in Fig. 5. Note that the

time axes in this and ensuing figures do not have the same

meaning for the atomistic and MS-CG systems because of

the sampling enhancement inherent to the MS-CG models.

On average, the time axes for the MS-CG simulations should

be scaled by the appropriate factors presented in Table 1 (see

the discussion of sampling efficiency below). As such, there

is not a one-to-one correspondence between atomistic and

MS-CG timescales. However, as was stated previously, the

emphasis of this study is more to reproduce equilibrium

structural properties than to describe time-dependent phe-

nomena. Consequently, we focus on average quantities in the

discussions that follow. The reference structure used for the

RMSD calculation is a CG representation of an atomistic

structure that was equilibrated for 2 ns in the all-atom MD

simulations. The average backbone RMSD computed during

the last 2 ns of the MS-CG simulation is 1.08 Å; the cor-

responding RMSD value for an atomistic trajectory is ;0.73

Å. These values vary slightly for different CG definitions

(Supplementary Material), with models based on a center of

mass description displaying the best agreement in general.

However, three out of the four two-bead MS-CG models

generated an average RMSD of ,1.7 Å. The fourth (ACG)

generated a slightly larger value of 2.14 Å (see Supplemen-

tary Material). This shows that native state interactions can

be well represented by MS-CG effective potentials. It is

worth noting that although the average RMSD is similar for

atomistic and MS-CG simulations, there are more excursions

into high RMSD regions with the MS-CG force field (Fig. 5).

The larger RMSD fluctuations indicate that the MS-CG

model explores a larger distribution of conformations than

the atomistic system in addition to maintaining the correct

equilibrium structure; this feature will be discussed in greater

detail in the section on ‘‘Sampling efficiency’’ below. This

occurs because the averaging procedure smooths the effec-

tive potentials compared to the corresponding atomistic

interactions. The reduced roughness of the free energy land-

scape facilitates enhanced sampling of the underlying phase

space. This feature is one of the distinct advantages of per-

forming dynamics with a CG potential. Other measures of

overall similarity between the MS-CG and atomistic trajec-

tories indicate that structural properties are well preserved

by the MS-CG method. The evolution of Rg in the COM and

atomistic simulations is also shown in Fig. 5. The Rg value

computed during the last 2 ns of the MS-CG trajectory is

11.96 Å; the corresponding value for the CG representation

of an atomistic configuration is 12.05 Å. As noted above for

the RMSD, the average Rg for MS-CG models varies slightly

according to CG scheme. However, all Rg values lie between

11.5 and 12 Å; the corresponding properties computed from

an atomistic trajectory differ by ,2.05% (Supplementary

Material). The agreement of multiple independent ensemble

averaged properties for both the atomistic and MS-CG sim-

ulations suggests that the free energy landscapes of both

systems share important general features. In particular, the

high level of agreement observed suggests that the locations

of the free energy minima that determine the properties of

the atomistic system are largely maintained in the effective

MS-CG phase space.

The comparison of peptide and solvent RDFs from atom-

istic and two-bead CG models is shown in Figs. 6 and 7 for

the CMG scheme. In this scheme the peptide CG sites are

located at their center of mass whereas the water molecule

sites are located at their center of geometry. RDFs obtained

FIGURE 4 Comparison between atomistic (circles) and fitted analytic

(solid lines) distribution functions for stretching and bending in the two-bead

COM-CG model of Ala-15. The distributions were fit according to Eqs. 2–4

in the text. Note the agreement between the two sets of curves, validating the

choice of harmonic potentials to represent these interactions.
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for the COM scheme are similar to those obtained for CMG.

Very good agreement is observed between atomistic and

MS-CG simulations for the peak heights and positions,

indicating that the MS-CG models correctly represent the

equilibrium structural distributions present in the underlying

atomistic simulation. For the peptide interactions the largest

discrepancy between atomistic and CG data occurs for BBN-

ALA. The second peak in Fig. 6 c (;0.45 nm) is signifi-

cantly less ordered for the MS-CG simulations. It is likely

that the fine structural details present in the atomistic simu-

lation have been ‘‘averaged’’ away by the MS-CG procedure.

This is a natural consequence of using a reduced represen-

tation: lower resolution models necessarily entail some loss

of information. The most apparent dissimilarity between

the solvent associated RDFs occurs for the solvent-solvent

(CGW-CGW) distribution function; the first peak is a bit too

small whereas there are undulations at intermediate distances

not observed in the atomistic simulations. The first obser-

vation reflects decreased structure in the nearest neighbor

water interactions whereas the second indicates enhanced

ordering of water groups at intermediate distances. However,

the CGW-CGW distribution function is still quite similar to

that observed during the atomistic simulations overall. Peptide-

CGW RDFs are very well represented throughout the whole

range of the plots. Because many protein properties are gov-

erned by the details of peptide-solvent interactions, this ob-

servation bodes well for efforts to employ MS-CG potentials

to understand the molecular properties of peptides and

proteins. On the whole, the differences between the atomistic

and MS-CG data appear rather small. As stated in previous

sections, it is well known that the RDF is related to the radial

two-body PMF and thus to the average force between two

sites at a given radial distance. However, because the MS-

CG forces are not simply the averaged forces (see Fig. 2), the

fact that the MS-CG interactions are able to effectively repro-

duce each of the CG particle pair RDFs is quite significant.

Before ending our discussion of the two-bead models it is

enlightening to examine the distribution of dihedral angles

observed for both MS-CG and atomistic simulations. For a

conventional protein system, the f/c dihedral angles of the

peptide backbone provide an efficient way to characterize the

conformational space explored by the peptide. With a CG

model the procedure is not quite so straightforward. Much of

the information needed to reconstruct a f/c map is simply no

longer available as it has been coarse-grained away. How-

ever, it is possible to reconstruct a measure comparable to the

f/c map for low resolution protein models if certain assump-

tions are made. Tozzini et al. have demonstrated that an

analog of the f/c map for two-bead peptide models can be

reconstructed by considering a-carbon positions (29). For

the MS-CG models used in this work, CG sites are not neces-

sarily located at the a-carbon positions, making direct appli-

cation of the approach of Tozzini et al. difficult. However,

our primary goal is to assess the similarity of probability

distributions in the atomistic and MS-CG simulations. For

these purposes it is sufficient to consider the internal co-

ordinates defined by the dihedral angles between CG sites to

compare the conformational space explored by each system.

This represents a particularly stringent test for the two-bead

MS-CG models because, unlike the bond and angle inter-

actions, no terms in the MS-CG force field were explicitly

parameterized to reproduce these quantities.

In Fig. 8 it can be seen that the atomistic and MS-CG

dihedral probability distributions overlap significantly. Peak

heights are typically located at the correct positions, although

the distributions tend to be more diffuse for the MS-CG sim-

ulations. This is consistent with the existence of a smoother

free energy landscape containing more modest free energy

barriers in the MS-CG models. As for the other coordinates

discussed above, similar peak positions for the two sets of

distributions indicates that minima in the free energy land-

scape are located at approximately the same locations. In

contrast, differences in the width of each indicate that the

detailed features surrounding these minima are altered in the

MS-CG systems relative to the atomistic systems. For the ALA

(side-chain) beads, minima that differ from the atomistic

minimum also exist for the CG models. This indicates that

ALA spends an appreciable portion of the trajectory in con-

formations not visited by the atomistic system. These fluc-

tuations do not greatly impact the overall helical conformation

of the peptide, which is determined primarily by dihedrals

containing only BBN sites. This is apparent from the distri-

bution of dihedrals involving only backbone beads, which

overlaps considerably with the atomistic distributions. This

FIGURE 5 Far left shows the back-

bone of two-bead COM-CG Ala-15

(dark gray) superimposed upon the

corresponding MS-CG backbone de-

rived from an atomistic configuration

(light gray). This color relationship is

maintained throughout the figure, with

data for this MS-CG model denoted by

dark lines and the corresponding atom-

istic data denoted by light lines. The

center plot compares RMSD during the

respective simulations. Although the av-

erage RMSD for both curves is similar, note the larger RMSD fluctuations for the MS-CG model. The plot on the far right displays the corresponding

comparison for radius of gyration and demonstrates that the overall shape of the peptide is maintained throughout the MS-CG simulations.
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is also illustrated in Fig. 5, where the peptide backbone cor-

responding to atomistic and MS-CG models is observed to

superimpose quite well. The best overlap with the atomistic

data is provided by the COM and CMG models. The COG

model displays overlap that is not quite as good but is still

quite similar to COM and CMG. Slight deviations of COG

dihedrals from the atomistic distributions indicate that the

peptide helix is not wound as tightly in COG. This agrees

with an assessment based on visual inspection and is con-

sistent with the higher RMSD of 1.69 observed for COG

(Supplementary Material). The very good agreement observed

is remarkable considering that, as stated earlier, these in-

teractions are not explicitly parameterized in the MS-CG

models. This demonstrates that the MS-CG approach can

capably account for the structural correlations present in the

peptide.

The only situation where the MS-CG and atomistic dis-

tributions markedly differ is for the ACG model. For each of

the dihedrals in this model the distribution peaks at a dis-

tinctly different value from that observed in the atomistic

trajectory (Fig. 8). The atomistic CG dihedrals are consistent

with a staggered conformation for CG backbone, similar to

the gauche conformation defined in a Newman projection. It

appears that there is a shift in the register of the dihedrals

FIGURE 6 Radial distribution functions between protein MS-CG sites in

Ala-15 calculated from atomistic (dashed lines) and two-bead CMG-CG

(solid lines) simulations. Although there is some loss of detail due to the

reduced resolution of the MS-CG model, there is quite good agreement

between the curves overall. This indicates that protein structural properties

are well preserved by the MS-CG model.

FIGURE 7 Radial distribution functions associated with solvent interac-

tions for solvated Ala-15 computed from atomistic (dashed lines) and two-

bead CMG-CG (solid lines) simulations. As noted for Fig. 6 there is good

agreement between the two sets of data. The minor differences observed for

the CGW-CGW pair are not expected to adversely impact protein properties.
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along the helix backbone for ACG that maintains a staggered

conformation but alters the overall twist of the peptide chain.

It is also consistent with the fairly large average RMSD of

2.14 with respect to an atomistic structure that we observe for

ACG (Supplementary Material). This is the highest RMSD

we observe for any of the two-bead models. In the ACG

model BBN sites are located at the a-carbon positions. This

location may be problematic for the current MS-CG approach

because it directly incorporates information about the atom-

istic forces acting on CG sites. The point of action of forces

acting on backbone atoms is the center of mass of these

atoms, which is not located at the a-carbon position.

It is interesting to note that dihedrals involving terminal

peptide groups in the MS-CG systems diverge most from the

corresponding atomistic distributions. Enhanced flexibility is

observed for the termini of the atomistic simulations; how-

ever, this effect is magnified in the MS-CG models. The most

affected CG groups are ALA sites close to the peptide termini.

The distributions of dihedral angles for these sites are very

diffuse and display little resemblance to the atomistic data

(Supplementary Material). ALA sites have greater confor-

mational freedom than BBN sites because they are constrained

by fewer bonded interactions in the MS-CG force field.

When this situation is combined with the additional flexi-

bility afforded to the peptide terminus, terminal ALA sites

exhibit significantly enhanced fluctuations relative to the

atomistic system. However, we note that the dihedrals of

even the terminal BBN sites do not deviate dramatically from

the atomistic results (Supplementary Material). Because it is

the BBN dihedrals that primarily determine the conformation

of the peptide chain, the MS-CG models do quite well at

reproducing the internal coordinates of the peptide overall.

Finally, it is also worth noting that the MS-CG simulations

required approximately fives times less sampling than the

atomistic simulation to generate similar dihedral distribu-

tions, demonstrating the enhanced sampling capabilities of

the models.

Structural properties obtained using a four-bead Ala-15

model are presented as Supplementary Material. MS-CG

models incorporating four beads per amino acid residue

generally exhibit even smaller differences in RMSD, Rg, and

RDFs when compared to atomistic simulations than two-

bead MS-CG models. This is to be expected given that more

CG sites allow for a greater level of detail to be incorporated

into the effective potentials. These results indicate that two-

bead models are sufficient to reproduce the structural prop-

erties of Ala-15. However, two-bead models were unable to

adequately reproduce structural properties of V5PGV5. One

reason for this observation may be that the high degree of

asymmetry present in b-hairpins causes residues with the

FIGURE 8 Distributions of dihedral an-

gles containing only BBN sites (left) or

three BBN sites and an ALA site (right).

Coarse-grained atomistic data is shown in

gray whereas the MS-CG data is shown in

black stripes. Note that, except for ACG,

the MS-CG distributions overlap signifi-

cantly with the atomistic distributions. This

indicates that the conformational space of

the CG models encompasses that of the at-

omistic system. One can observe that ALA

sites spend an appreciable portion of the

trajectory in regions of conformation space

not explored in the atomistic trajectories,

demonstrating the amplified fluctuations of

ALA in these models. These fluctuations do

not greatly impact the helical conformation

of the peptide, which is determined primar-

ily by dihedrals containing only BBN sites.

Note that the ACG model differs from the

atomistic distribution with respect to both

dihedral coordinates.
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same amino acid identity to be subject to disparate effective

interactions depending on their position along the peptide

chain. This prevents identical FM forces from being em-

ployed for a given residue type (the procedure employed in

this study; see ‘‘Force matching’’ section). As a result, it was

necessary to incorporate more detail into the model to pro-

perly delineate interparticle interactions by employing the

more complex four-bead representation for V5PGV5. In

contrast, the more symmetric a-helical interactions of Ala-15

are well represented with identical interactions for the sole

residue type, facilitating the use of two-bead models with

this particular MS-CG implementation. It is anticipated that

allowing interactions to vary based on position along the

peptide chain rather than on amino acid identity will enable

two-bead models to also be employed to effectively repre-

sent b-hairpin interactions. This issue will be investigated

more thoroughly in a later publication. In any case, the re-

sults observed for the V5PGV5 four-bead model are instruc-

tive in what they reveal about the physical interactions

present in the peptide system.

Four-bead model: V5PGV5

The RMSD observed for atomistic and MS-CG simulations

of V5PGV5 is shown in Fig. 9 for three different CG

schemes. The average backbone RMSD of MS-CG simula-

tions when compared to corresponding CG representations

of an atomistic configuration are 0.88, 0.86, and 5.90 Å for

HCO, GCG, and NCC schemes, respectively (the three CG

schemes will be described in more detail below). The cor-

responding averages computed from an atomistic trajectory

are 0.94, 1.12, and 0.72 Å. Note that, apart from NCC, the

RMSD fluctuation of these four-bead models during MS-CG

simulations is relatively small. Similar observations are made

if the four-bead Ala-15 models are compared to the two-bead

models described above (Supplementary Material). This is in

contrast to the excursions into high RMSD regions observed

for the two-bead Ala-15 model that we associate with the

exploration of a wider distribution of configurations. It is likely

that these large RMSD fluctuations do not occur because the

effective interactions in the four-bead models have not been

as smoothly averaged as in the case of the two-bead models.

Consequently, these interactions are still fairly rugged, lead-

ing to a more frustrated energy landscape. The average Rg

computed during the last 2 ns of MS-CG simulations and for

the corresponding CG representations of an atomistic trajec-

tory are 7.37 and 7.55 Å for the HCO scheme; 7.20 and 7.49

Å for the GCG scheme; and 9.37 and 7.40 Å for the NCC

scheme, respectively. The RMSD and Rg values indicate that

the b-hairpin structure of the peptide is well preserved by the

HCO and GCG models but not by NCC. Indeed, this was

confirmed by visual inspection of the trajectories.

The NCC scheme fails to preserve V5PG5 structure be-

cause of the placement of the CG beads. The reason for this

phenomenon can be understood if the details of the CG

schemes are considered. The positions of beads CBB or CBG

were placed at the a-carbon of the –CH– group for all three

models. For the HCO scheme, NBB was placed at the hy-

drogen atom of each –NH– group whereas OBB was placed

at the oxygen atom of each –CO– group. For the GCG scheme

NBB and OBB were located at the center of geometry of

their respective atoms. For the NCC scheme, NBB was lo-

cated at the nitrogen atom of each –NH– group whereas OBB

was located at the carbon atom of each –CO– group.

Recall that MS-CG forces are algebraic summations over

the respective atoms. A large component of the force on back-

bone groups is due to hydrogen bonding interactions. The

points of action for these hydrogen bonding forces are closer

to the H and O positions on the backbone than to the N and C

positions where the sites for NBB and OBB were located for

the NCC model. Assigning hydrogen bonding forces to these

sites no doubt leads to a systematic error in the MS-CG

forces; such an error will not be reduced by the least-squares

FIGURE 9 Comparison of RMSD between atomistic (light gray) and

MS-CG (dark gray) simulations for four-bead models of V5PGV5 from the

(a) HCO-CG, (b) GCG-CG, and (c) NCC-CG schemes. Note the change of

scale in panel c. Although the other two models fluctuate close to the at-

omistic structure, NCC-CG rapidly causes unfolding of the peptide as de-

scribed in the text.
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fit described by Eq. 1. This can be readily appreciated if one

notes that solving this equation can be framed as a minimi-

zation problem where the target function is the derivative of

Eq. 1. The least-squares solution occurs when this derivative

is zero. Because addition of a constant to each member of the

solution set does not affect the gradient, solutions can be

identified where the predicted forces are offset from the op-

timal forces by a constant value. Any such systematic devi-

ation will prevent an accurate representation of the hydrogen

bonding forces from being achieved during MS-CG simu-

lations. The other two MS-CG schemes place the –NH– and

–CO– beads closer to the points at which the effects of hy-

drogen bonding forces are mediated, leading to more faithful

representations of these forces. This observation indicates the

importance of partitioning the MS-CG system in a manner that

is consistent with the underlying physical interactions. This

requirement was noted in previous applications of the MS-

CG method to simple liquids carried out by our group (19).

For larger MS-CG groups, averaging of the forces over an

increased number of atoms presumably reduces the potential

for such systematic errors. In these cases, errors in the MS-

CG forces may be more likely random rather than systematic:

such errors will be minimized by the FM procedure (Eq. 1).

Sampling efficiency

Sampling enhancement (S) factors for the MS-CG models

examined in this study are presented in Table 1. Generally,

the total sampling enhancement (STot) values are positive,

demonstrating that the MS-CG models tend to explore

conformational space more efficiently than the correspond-

ing atomistic simulations. This effect ranges from a modest

threefold for the HCO model of Ala-15 to ;65-fold for the

ACG model of the same peptide. Unfortunately, it is appar-

ent from the dihedral angle distributions that the ACG model

is not completely able to reproduce the structure of Ala-15.

Thus, it is more appropriate to discuss the characteristics of

a model such as CMG, which properly recapitulates the

peptide structure and demonstrates an STot value of 27. This

result suggests that the CMG model has the potential to

explore conformational space with as few as 1/27 the number

of simulation steps required for a full atomistic simulation.

One way to interpret this number is that a given time unit in

the MS-CG model actually represents a time period that is 27

times as long as the corresponding time unit in atomistic

simulations. This would represent a significant saving of

computational expense, extending the sampling capabilities

of atomistic simulations by at least an order of magnitude.

With current simulation studies limited to the 100-ns regime,

such capabilities could allow one to probe events that occur

on the order of microseconds. This would make processes

such as protein folding more readily accessible, as the most

rapidly folding proteins fold on microsecond timescales.

This rough estimate illustrates the tremendous potential of

MS-CG models.

The wide variation observed for STot reveals that the method

of coarse graining employed can have a significant impact

on the sampling efficiency. STot depends on rapid decay of

conformational correlations as well as the exploration of con-

formations not readily observed in atomistic simulations.

Models with the most rapidly decaying correlations often

explore very little conformational space, leading to partial

cancellation of SFlu and SExp factors so that STot is more modest.

This is particularly apparent for the four-bead models. Al-

though SFlu is often quite large for these models, SExp is

usually ,1, indicating that the four-bead models explore a

smaller distribution of conformations than the atomistic sim-

ulations. The only exception is the NCC model of V5PGV5.

Unfortunately, the large SExp displayed by this model is

associated with an inability to maintain the folded confor-

mation of the hairpin as highlighted previously. Even though

SFlu tends not to be as large for the two-bead models, both S
terms are positive and act synergistically to amplify sampling

efficiency. It appears that the four-bead models tend to over-

stabilize the native state, inhibiting exploration of conforma-

tion space. Despite this, these models in general do generate

greater STot values than the two-bead models because they

exhibit large values of SFlu.

Although four-bead models did display a slight edge in

sampling efficiently overall, the results displayed in Table 1

suggest it is possible to obtain similar efficiencies using two-

bead models. Thus, there does not seem to be a fundamental

reason to choose one CG scheme over the other as far as

overall sampling efficiency is concerned. In fact, it is likely

that particular CG schemes will be of more or less utility

based on the intended purpose of the model. For example,

two-bead models seem to explore a more diverse collection

of conformations than the four-bead models, so one might

prefer to use such models if the sampling of new configu-

rations is the primary concern. This might be the case if one

desired to generate a diverse collection of protein configura-

tions such as is often required for protein structure prediction

studies. The rapid decay of RMSD correlations in the four-

bead models indicates that they have the capacity to explore

a well-defined region of conformational space very quickly.

These models may be useful if one only requires a simplified

and accurate representation of a limited set of conformations.

For example, in enzyme studies it is often the case that only a

few of the conformations accessible to the protein are cat-

alytically competent. Thus, such a model could be employed to

limit the sampling that occurs during the MS-CG simulations

to catalytically active conformations.

However, it must be noted that there may be other reasons

to prefer one type of CG scheme. For example, the physical

properties that underlie the system under study may constrain

the types of coarse graining possible. As a case in point, recall

that it was not possible to reproduce the equilibrium structure

of V5PGV5 using the two-bead models employed for this

study because of the highly asymmetric nature of the peptide.

However, as we noted previously, two-bead models may no
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longer exhibit this deficiency if MS-CG approaches are

employed that can adequately incorporate such asymmetry.

For example, one could take the local environment of each

residue into account when deriving effective interactions

rather than employing a single set of interactions for a given

residue type. An additional consideration is that the four-

bead models require only ;3% more computational effort

than the two-bead models. Consequently, for the systems

studied here it may be advantageous to use the slightly more

detailed four-bead CG scheme with the additional flexibility

to represent a wider range of interactions given the modest

additional effort.

One reason the two-bead and four-bead models require

such similar computational effort despite their differing levels

of resolution is that most simulation time is spent evaluating

solvent interactions. Solvent makes up the bulk of each sim-

ulation and is represented by a one-site model that is essen-

tially the same for each of the different MS-CG approaches. In

principle, it should be possible to elicit the maximum theo-

retically achievable sampling enhancement if one is able to

remove explicit solvent altogether and describe solvent effects

implicitly. In this case the C, I, and Sexp factors may give two-

bead models an edge in efficiency. One possible route to

achieving this goal might be to average over and remove

solvent degrees of freedom when the effective interactions

are being computed. Another approach could be to generate a

distinct, novel implicit solvent model for use in MS-CG

simulations. Such models are already in use for atomistic

simulations and could be of considerable utility for MS-CG

models as well.

GENERAL REMARKS

Care must be taken in partitioning atoms into CG groups to

ensure that the physical interactions are well represented by

the resulting MS-CG effective forces. Although coarser two-

bead representations were successful in reproducing the

structure of Ala-15, it was necessary to use higher resolution

four-bead models to also reproduce equilibrium structural

properties of V5PGV5. However, employing MS-CG groups

composed of more atoms as done for the two-bead models

reduces the size of the resulting simulations, allows a larger

integration time step to be used, and is expected to decrease

any systematic error in the associated FM potentials as more

degrees of freedom are averaged. Moreover, the results

suggest that coarser levels of granularity make the effective

interactions between sites smoother so that more extensive

exploration of the underlying configuration space is possible.

These considerations indicate that further examination of

low resolution two-bead peptide models is warranted. It is

expected that a CG scheme that defines particle types based

on local environmental factors rather than on residue identity

alone will allow such models to be more widely applicable.

Overall, our results show that it is possible to obtain good

agreement between the MS-CG models and atomistic

simulations with respect to internal coordinates, RMSD,

Rg, and RDFs for realistic peptides. This indicates that our

MS-CG strategy incorporating the FM methodology is suc-

cessfully able to represent equilibrium properties that occur

during atomistic trajectories. One advantage of these MS-CG

models is that they have a rigorous origin in the underlying

atomistic simulations. Thus, one can more readily make con-

nections between characteristics of the MS-CG models and

properties of the actual atomistic systems, providing a well-

defined link between multiple lengthscales. This allows for

straightforward extensions of the MS-CG method to include

other possible interactions. Furthermore, the multibody nature

of the MS-CG effective interactions effectively incorporates

structural correlations present in the atomistic simulations.

CG models such as these offer potential savings of com-

putational time and memory by using fewer particles to

represent biomolecular systems. In addition, the smoother,

averaged ‘‘effective’’ interactions computed during the MS-

CG procedure can lead to enhanced sampling. Both of these

features will serve to extend the length- and timescales ac-

cessible to molecular simulations. As we continue to develop

this method, we will address technical issues such as the

treatment of bonded interactions. In principle, it should be

possible to compute bonding interactions using FM as well

so that the entire MS-CG potential is obtained in the same

framework with no need for statistical fitting (18,20).

Although the present study focuses on the description of

equilibrium structural features and thus on maintaining the

general locations of minima on the peptide free energy

landscape, it will also be important to determine whether the

character of dynamical properties is maintained in the MS-

CG systems. Dynamical quantities are expected to be more

greatly impacted by details of the free energy landscape. For

example, the rate of diffusion between adjacent minima will

be increased if the intervening free energy landscape is

smoothed. This issue will affect the capacity to accurately

compute dynamical quantities using MS-CG representations

and is being actively addressed by our group. Recently, we

have described a method that allows the dynamics occurring

in MS-CG models of liquids to conform more closely to the

exact dynamics observed in the corresponding all-atom

systems (30). In the future we will apply these and related

methodologies to investigate the dynamical properties of

peptides.

CONCLUSIONS

This work represents the first application of the MS-CG

method to peptides. The force-matching approach allows a

MS-CG force field to be directly extracted from atomistic

simulations, so that the resulting effective CG interactions

have rigorous connections to the underlying atomistic sim-

ulations. These interactions incorporate some of the many-

body effects inherent to the underlying MD simulations in

a systematic manner, implicitly accounting for degrees of
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freedom that have been removed as a result of the coarse-

graining process. The new MS-CG models are able to pre-

serve the native states of Ala-15 and V5PGV5 within ;1 Å

backbone RMSD and also exhibit good agreement with other

structural properties. The models demonstrate that equilib-

rium peptide properties can be reproduced quite well with the

MS-CG approach. This suggests that these models can

preserve the location of global minima in the peptide free

energy landscape, even though intervening regions in the

landscape may be slightly altered.

The MS-CG peptide models are computationally efficient

and demonstrate the possibility of simulating real peptides or

proteins. Thorough and systematic evaluation of sampling

efficiency reveals that each of the MS-CG models investi-

gated in this study exhibits the capacity for enhanced sampl-

ing compared to atomistic systems. These analyses demonstrate

the potential of MS-CG models to extend the capabilities of

molecular simulations. These models can extend time- and

lengthscales accessible to simulation in two ways. Firstly,

they reduce the number of particles that must be used to

represent a molecular system. Secondly, the smoother effec-

tive potentials computed can facilitate exploration of the

underlying phase space. In this regard, each model displays

unique sampling efficiency characteristics that may be of

particular utility for specific applications. Furthermore, the

MS-CG interactions are useful in their own right as probes of

the effective interparticle interactions that occur in biomol-

ecular systems, providing insight into the physical properties

that govern the behavior of these systems. In future studies

we hope to use the MS-CG methodology to study problems

such as peptide folding and aggregation as well as extend the

methodology to encompass larger protein systems. We will

also seek to examine whether dynamical properties can be

accurately represented using MS-CG simulations.

SUPPLEMENTARY MATERIAL

An online supplement to this article can be found by visiting

BJ Online at http://www.biophysj.org.
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