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Explaining the causes of variation in the severity of malarial
disease remains a major challenge in the treatment and control of
malaria. Many factors are known to contribute to this variation,
including parasite genetics, host genetics, acquired immunity, and
exposure levels. However, the relative importance of each of these
to the overall burden of malarial disease in human populations has
not been assessed. Here, we have partitioned variation in the
incidence of malarial infection and the clinical intensity of malarial
disease in a rural population in Sri Lanka into its component causes
by pedigree analysis of longitudinal data. We found that human
genetics, housing, and predisposing systematic effects (e.g., sex,
age, occupation, history of infections, village) each explained
approximately 15% of the variation in the frequency of malarial
infection. For clinical intensity of illness, 20% of the variation was
explained by repeatable differences between patients, about half
of which was attributable to host genetics. The other half was
attributable to semipermanent differences among patients, most
of which could be explained by known predisposing factors. Three
percent of variation in clinical intensity was explained by housing,
and an additional 7% was explained by current influences relating
to infection status (e.g., parasitemia, parasite species). Genetic
control of Plasmodium falciparum infections appeared to modulate
the frequency and intensity of infections, whereas genetic control
of Plasmodium vivax infections appeared to confer absolute sus-
ceptibility or refractoriness but not intensity of disease. Overall,
the data show consistent, repeatable differences among hosts in
their susceptibility to clinical disease, about half of which are
attributable to host genes.

Humans infected with malaria parasites experience a remark-
able range of disease severity, from very mild symptoms to

rapid death (1–3). Understanding the causes of this variation
would be useful to clinicians and disease control experts alike.
For example, does a child become ill with malaria because of its
genetic make-up, its history of previous exposure, its current
level of exposure, the genotype of its infecting parasite, its
physiological status (e.g., nutritional) at the time of infection, or
chance? How will malaria control programs that reduce trans-
mission or boost acquired immunity change the population’s
mean and variation in morbidity, and what will happen if control
is relaxed? To understand how to combat malaria effectively, it
is necessary to know the relative importance of factors that
contribute to the striking variation among humans in their
experience of malarial disease.

One of the major classes of factors known to affect suscepti-
bility to malaria and its clinical outcome is the genetics of the
host. Early studies based on across-population associations
indicated that mutations in the hemoglobin genes and other
blood-related disorders had large protective effects on malaria
(reviewed in refs. 4 and 5), although the mechanisms by which
they protect are still not understood. Later studies based on
within-population analyses in humans and experimental crosses
in mice revealed more genes conferring resistance to malaria
(6–17). It is clear that the trait is genetically complex.

Understandably, the focus in these studies has been on the
genes themselves, rather than on their contribution to disease
burdens in the overall population. The latter, therefore, remains
largely undefined. A further feature of these genetic studies is
that they have used a broad spectrum of possible measures of
resistance, including parasite density (8–10, 18–21), severity of
symptoms (7, 15, 22–27), and immune responsiveness (16, 17,
28). As there is no real consensus as to which measures are good
indicators of protection from disease, it can be argued that the
importance of host genetics is most meaningfully assessed by
observing the frequency and severity of clinical disease, as
reported by the patient, in the field.

In this study, we stand back from the issue of single genes and
mechanisms and ask the question, ‘‘What is the total contribu-
tion of host genetic factors to disease burdens in the field relative
to environmental influences and nongenetic personal factors?’’
We were able to address this question for a pedigree-known rural
population of Sri Lanka by statistical analysis of longitudinal
data on the frequency of becoming clinically ill and the severity
of symptoms. By incorporating pedigree information alongside
other information on the individual into the analyses, e.g., on
house, sex, age, and previous exposure, we were able to separate
out genetic factors from nongenetic factors and thereby make an
assessment of the relative importance of these influences on the
risk of malarial infection and its outcome in a typical population
of a malaria-endemic area.

Materials and Methods
Study Area and Population. The study was conducted in a farming
district in the dry lowland coastal plains of southeast Sri Lanka.
The incidence of malaria is moderately seasonal, and the area is
considered to be one of ‘‘unstable’’ but endemic malaria. The
number of infectious bites per person per night is of the order
of 0.001–0.01 (29), which compares to values of 0.1–1 in many
areas of stable malaria in Africa (30). Most people in our study
population have about one clinical attack per year, and generally
1–2% of the population are infected (at detectable levels) with
either Plasmodium vivax or Plasmodium falciparum at any point
in time (29). Epidemics of P. falciparum malaria used to occur
at 7- to 10-year intervals (31), but since 1986, P. falciparum has
persisted (32, 33). Further details of the study site are given
elsewhere (29, 33).

Data Collection. The study population comprised 1,771 individuals
of all ages living in eight contiguous villages in a total of 410 houses.
This population was part of a larger one in which demographic
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information on age, sex, previous malarial infections, and various
predisposing factors were recorded on the entire population since
1986 (33). The current study began in January 1992. For 19 months,
the incidence of malaria episodes was monitored by passive case
detection, i.e., individuals showing symptoms voluntarily presented
themselves at the research center or occasionally at the local
hospital. Use of bednets was negligible during this study period.
Upon positive diagnosis of malaria based on symptoms and pres-
ence of parasites upon microscopic examination of thick blood
films, a record of severity of 11 symptom scores, parasitemia,
temperature and time since onset of symptoms, and related vari-
ables was made (see below) (3). Patients were treated with curative
doses of chloroquine and primaquine at this time.

Pedigrees for most of the individuals in this study population
were ascertained by interviewing members of each household
and recording the relationships among all household members
(e.g., parent, child, full-sib, half-sib, grandparent, unrelated).
Records were also made of the house identities of any other first-
or second-degree relatives living in other households in the study
to establish genetic ties between households. The total pedigree
comprised 2,692 individuals, including absent or dead relatives.
This included 441 nuclear families (mother–father couples with
at least one child) with an average of 2.2 children each. Sixty
percent of the monitored population of 1,771 people shared a
house with first-degree relatives (full-sibs or parents) who were
also in the study, and 11% had second-degree relatives (cousins,
uncles, aunts, or grandparents), usually living in separate houses.
For the remainder of people, house, genetic, and nongenetic
effects could not be disentangled because there was only one
person per houseyfamily with data.

The traits under analysis fell into two groups. Group A traits
related to the frequency of becoming clinically ill and included
the number of clinical attacks per person with either species, and
the number of attacks due to each species separately. Each of
these traits was analyzed with and without records from people
who had no attacks during the study period. Group B traits
related to the severity of the illness. They included the following:
scores for 11 symptoms as reported by the patient in integer units
on a scale of 0 to 2 or 3 [backache, arthralgia, myalgia, headache,
hypochondrial (spleen-associated) pain, nausea, vomiting, an-
orexia, cold, shivering, sweating] (3), the total of the 11 scores,
the first principal component of the following groups of related
symptoms: aches (backache, arthralgia, myalgia), fever (cold,
shivering, sweating), and gastrointestinal traits (nausea, vomit-
ing, anorexia), the number of days since the onset of symptoms
(obtained by interview), the temperature at time of presentation,
the species of infecting parasite (obtained by morphology from
blood films), parasitemia at the time of presentation (obtained
from blood films) for each species separately, and gametocyte
prevalence, i.e., whether gametocytes were detected in thick
blood films or not (also split by species).

Before statistical analysis, records were disregarded when
consecutive attacks of the same species occurred within 42 days
of each other because it is probable that most such occurrences
were attributable to the failure of drug treatment rather than to
a new infection.

Statistical Analysis. The objective of the analysis was to estimate
the relative contribution of the following five sources of variation
to the total variation observed for the trait: (i) systematic
environmental effects (‘‘fixed effects’’), (ii) additive genetic
effects, (iii) other ‘‘person’’ effects, (iv) house effects, and (v)
unexplained residual variation. To achieve this, a mixed model
with fixed and random effects to estimate, respectively, system-
atic differences among groups of individuals (e.g., male vs.
female) and sources of random variation among individuals (e.g.,
additive genes) was fitted. By incorporating pedigree informa-
tion into the model via a genetic relationship matrix that

encompasses all known genetic relationships among all individ-
uals in the population, an estimate of the additive genetic
variance, and hence the heritability, can be obtained (34). The
model fitted to the data was y 5 b 1 a 1 m 1 c 1 e, where y is
the vector of observations on individual people, b represents a
series of fixed effects, a, m, c, and e are the random effects for
additive genetic merit, ‘‘other’’ personal merit, house, and
residual error, respectively. These random components are
assumed to be normally distributed with variances and covari-
ances of Asa

2, Is2
m, Is2

c, and Is2
e, where A is the additive genetic

relationship matrix and I is an identity matrix. The order of A is
the number of people in the entire pedigree (including those
without records), the order of I for Is2

m, and Is2
e is the number

of people with records, and the order of I in Is2
c is the number

of houses. The proportions of the observed phenotypic variance
(s2

p) due to all of the fixed effects combined and to each random
effect were calculated to yield estimates of heritability (h25
s2

ays2
p), ‘‘other’’ personal effects (m25 s2

mys2
p), and house

(c25 s2
cys2

p). m2 includes all effects attributable to a person
other than the additive genetic effects, e.g., ‘‘permanent envi-
ronmental’’ effects due to, say, acquired immunity, as well as
nonadditive genetic effects due to dominance and epistasis. The
house component (c2) represents effects common to a house
other than additive genetic effects and ‘‘other’’ personal effects.
The term for m was excluded from the model for analysis of
group A traits because there was only one record per person, and
repeated records on the same person are required to separate m2

from a2. In this case, any permanent environmental and non-
additive genetic effects (s2

m) are included in the resi-
dual (s2

e).
The model was fitted to the data using the method of restricted

maximum likelihood to find the best estimates of the parameters.
The computer program used was DFREML (35). As this, and all
other available genetic analysis programs, does not allow for
non-normal distributions of the trait, the data were also analyzed
under the same model, but without genetic relationships, using
the PROC MIXED procedure of SAS (36) in combination with
macros to perform the analysis on the logit-transformed scale for
categorical traits (37) or on the logit-transformed scale for
Poisson-distributed traits (group A), allowing for over- or un-
derdispersion (38). Based on comparisons of the results from the
SAS vs. DFREML analyses (i.e., variance component estimates,
fixed effect estimates, distributions of residuals), it was decided
that for group A traits the genetic (DFREML) analysis should be
performed on the residuals from a fixed effects analysis on the
transformed scale. For categorical data, DFREML analyses were
performed on the untransformed scale. Parasitemia data, which
were highly skewed, were log-transformed before analysis.

A range of models differing in their fixed effects was fitted to
explore the overlap between fixed and random effects, e.g.,
parasitemia at presentation may have had a genetic basis, but in
some models was included as a fixed effect. Fixed effects were
grouped into two classes: those that might predispose the patient
to a clinical attack (e.g., age, occupation) and those immediate
factors that were likely to affect the level of illness, (e.g.,
parasitemia, parasite species). Zero, one, or both sets of these
factors were fitted in the model (see footnote in Table 1). For
group B traits, predisposing effects included sex, age, occupa-
tion, village, whether born in an endemic area or not, the number
of previous attacks, and the number of months since a previous
attack occurred (the latter two factors being fitted as both linear
and quadratic covariates, and the remainder fitted as class
variables), whereas immediate effects included temperature and
parasitemia at the time of presentation, parasite species, whether
gametocyte positive or not, the number of days symptomatic, and
the number of hours since the last paroxysm occurred (the latter
two being fitted as linear covariates). An additional ‘‘nuisance’’
fixed effect for interviewer was also fitted for group B traits to
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account for interviewer bias in the recording process. For group
A traits, the predisposing effects fitted were village, sex, age, and
occupation; immediate effects were not fitted. Significance tests
of whether variance components were non-zero were performed
using likelihood ratio tests and t tests based on the sampling
errors from the information matrix (39). As between fixed and
random effects, there was potential confounding among random
effects, especially between genetic and house effects because
members of the same family usually lived in the same house. An
indication of the level of confounding among random effects
(and hence the reliability of individual estimates) was obtained
by setting h2, m2, or c2 to zero and then observing the change in
other estimates, and from the sampling correlations among
estimates, derived from the information matrix (39).

Results
Summary of Data. Summary statistics of the data (raw means and
variances) are given in Table 1. Of the 1,771 people recruited
into the study, 42% experienced at least one clinical attack
during the 19-month period. After discarding 322 of the 1,564
(21%) recorded attacks that seemed to be due to recrudescences
resulting from drug failure (i.e., within 42 days of the previous

attack), of those people who had an attack, 58% had only one
attack, 25% had two attacks, and the remaining 17% had three
or more attacks, giving an average number of attacks per person
of 0.7 within 19 months. There was a different age-prevalence
pattern for the two species: whereas the number of P. vivax
infections decreased in a linear fashion after the peak rate at age
3–6 years, the rate of P. falciparum attacks did not reach a peak
until the ages of 31–35, after which it declined linearly. Before
this study, the estimated average number of previous attacks
experienced to date (obtained by interview) was 8.4, which came
to 0.3 per year of age (average age of 25). Thirty-eight percent
of the population reported to the clinic within 2 days of the onset
of symptoms. Most clinical symptoms were mild to moderate
(score of 1), and when totaled over 11 symptoms, they gave an
average of 11.0 out of a possible total of 26. Accompanying
parasitemias were low (average of 0.08%), and in 80% of cases,
temperatures were not higher than 39°C.

After removing the recrudescent infections, the majority
(74%) of which were P. falciparum, the proportion of infections
due to P. falciparum infections was 36%. Only two cases of
mixed-species infections were recorded. Of those people who
had more than one attack, the frequencies of consecutive

Table 1. Summary statistics and proportions of variance explained by genetics and other sources for the number of clinical attacks
per person and the severity of symptoms in a population in Sri Lanka as estimated by different models

Trait
No. of

records Mean*

Phenotypic
variance,*

sP
2

Percentage of phenotypic variance explained†

Random effects (SE)‡ Fixed effects§

Genetic h2

Other
personal

m2

Total
personal
h2 1 m2 House c2 1A

Model
2A 3A

Number of infections (group A traits)
With zeroes¶

Both species 1771 0.71 1.16 14–18 (7) 12–21 (4) 0 10 18
P. falciparum 1769 0.23 0.24 8–21 (7) 4–13 (3) 0 9 16
P. vivax 1771 0.48 0.85 10–17 (7) 11–17 (4) 0 9 16

Without zeroes¶

Both species 739 1.69 1.11 15–21 (12) 3–7 (6) 0 5 14
P. falciparum 737 0.55 0.41 10–25 (13) 5–10 (6) 0 7 9
P. vivax 739 1.14 1.28 2–5 (11) 8–11 (6) 0 2 9

Model 1B 2B 3B 4B
Sickness scores (group B traits)

Total score 1246 11.0 17.3 8–10 (7) 1–14 (6) 11–22 3–4 (4) 6 16 10 20
Aches\ 1076 3.90 7.09 4–6 (9) 9–24 (8) 13–29 0–2 (5) 9 28 10 29
Gastrointestinal\ 1076 1.82 2.07 10–13 (9) 2–4 (8) 14–17 3–4 (4) 1 4 6 8
Fever\ 1076 3.09 2.78 12–15 (9) 0–5 (9) 14–17 5–7 (4) 2 3 6 8
Headache 1144 2.11 0.87 3–5 (7) 17–22 (8) 20–27 0–7 (4) 7 9 7 10
Hypo. pain 1093 0.35 0.28 6–13 (9) 0–1 (9) 6–13 1–5 (5) 2 3 6 8

Other measures (group B traits)
Temperature 1201 38.03 1.14 0–0 (7) 0–9 (6) 0–9 3–5 (9) 1 8 23 26
Parasitemia (%)

P. falciparum 406 0.063 0.102 16–24 (22) 1–12 (21) 16–35 0–1 (11) 0 11 2 11
P. vivax 839 0.094 0.030 0–6 (15) 6–19 (15) 12–19 4–10 (7) 2 12 21 21

Gametocytemic
P. falciparum 406 0.042 0.040 0–0 (24) 0–1 (21) 0–1 0–0 (5) 1 0 0 0
P. vivax 839 0.277 0.200 0–1 (11) 2–5 (11) 4–6 0–0 (3) 5 6 14 14

No. days symp. 1246 2.81 2.76 3–5 (8) 5–7 (7) 8–15 0–3 (5) 0 4 2 5

*On the untransformed scale, unadjusted for fixed effects.
†Range of estimates from models with different fixed effects.
‡Averaged over all models, where estimable.
§Fixed effects in each model are as follows. Group A traits: model 1A, none; model 2A, village; model 3A, village and other predisposing (sex, age, occupation);
group B traits: model 1B, nuisance effect (interviewer); model 2B, nuisance and predisposing effects; model 3B, nuisance and immediate effects; model 4B,
nuisance, predisposing and immediate effects. See text.

¶‘‘With zeroes’’ and ‘‘Without zeroes’’ includes and excludes, respectively, records from people who had no clinical attacks during the study period.
\Trait analyzed was the first principal component of a group of related traits.
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infections were as follows: 11% were P. falciparum infections
followed by P. falciparum infections, 21% were P. falciparum
infections followed by P. vivax infections, 14% were P. vivax
infections followed by P. falciparum infections, and 54% were P.
vivax infections followed by P. vivax. This observed pattern of
consecutive infections deviated significantly from that expected
(x1

2512.0, P , 0.001); most of this deviation was due to an excess
of consecutive P. falciparum infections.

Sources of Variation. The proportion of total variation explained by
additive genetic effects, by other personal effects, by house effects,
and by fixed effects are presented in Table 1. Individual estimates
from each model are not given; instead, the range of estimates from
the three or four models fitted is shown. Estimates of variance
components on the transformed scale from SAS analyses were
similar to those from DFREML analyses on the untransformed scale
and so are not presented. Results for individual symptom scores are
not presented for traits that were included in groups of related
symptoms (e.g., body aches) analyzed as principal components. For
fixed effects, only the proportion of variation explained by a whole
group of fixed effects (e.g., predisposing factors as a group, or
immediate effects as a group) is shown.

Statistical tests based on likelihood ratios of the hypothesis
that each estimate was different from zero did not give different
results to t tests based on the standard error and so are not
shown. In general, estimates of h2 and m2 were not significantly
different (P . 0.05) from zero if below 15–20%, whereas
estimates of c2 were not significant if below 10%. Estimates of the
variation accounted for by the fixed effects were not significant
(P . 0.05) when greater than 2–3%. Differences between
estimates of h2, m2, and c2 for the two species separately were
never statistically significant (P . 0.05). Correlations between
estimates of h2 and m2 were around 20.6 and between h2 and c2

were around 20.8, reflecting the predominantly nested structure
of the data (e.g., families tended to live in the same house).
However, this confounding is not expected to lead to bias in the
estimates.

Number of Infections (Group A Traits). When individuals who
remained uninfected with malaria during the period of the study
were included in the analysis (Table 1), heritabilities (h2, the
genetic component) of the number of infections of either P.
falciparum or P. vivax were around 15–20%. When those who did
not become infected during the study were excluded from the
data, the heritable component of the number of infections with
P. vivax was reduced from around 15% to less than 5%, whereas
for P. falciparum it remained around 15–20%. Although these
different estimates for the two species could not be distinguished
statistically, this might suggest that the genetic effect protecting
against P. vivax was acting as an absolute determinant of whether
the infection occurred or not, compared with a more graded
protection upon challenge from P. falciparum parasites.

House (c2) accounted for a further 15% of the variation in
susceptibility to infection andyor clinical disease with either P.
falciparum or P. vivax when people with zero infections were
included, but fell to about 5–10% when these were excluded. This,
combined with the fact that village accounted for 5–10% of the total
variation (model 2A vs. model 1A), indicates that there was a
significant element of spatial variation in exposure levels, i.e., a
non-uniform distribution of risk of infection between different
houses and different villages. This ‘‘clustering’’ was also reflected in
overdispersion of the distribution of the number of infections
(variance to mean ratio ranging from 1.3 to 1.6) when only the
genetic contribution was considered; this disappeared (i.e., followed
a Poisson distribution) when village and house were included in the
model (data not shown). Village effects seemed to be more
influential on P. falciparum than P. vivax, as inclusion of village in
the model reduced the estimates of h2 by around 10% and 3% in

the two species, respectively, and the estimates of c2 by around 7%
and 2%, respectively. Thus, there seemed to be some confounding
between incidence of P. falciparum and village, and this may have
led to overestimation of the genetic and housing influences on
infection rates with this species. Even so, the estimates of h2 for P.
falciparum were always higher than for P. vivax when analyzed
under the same model, and the reverse was true for estimates of c2.
Other predisposing factors (excluding village), i.e., sex, age, occu-
pation, endemic-born, etc., accounted for a further 5–10% of
variation in the number of clinical episodes of malaria (model 3A
vs. model 2A), which probably reflects the effects of acquired
immunity on protection against infection andyor clinical disease.
Inclusion of these predisposing effects in the model changed the
estimates of h2 and c2 by less than 2%.

Sickness Scores and Other Measures of Infection (Group B Traits).
Heritabilities (h2) for intensity of clinical disease traits as
measured by symptom scores were around 10–15% for each of
fever symptoms, gastrointestinal symptoms, and hypochondrial
pain (Table 1). Heritabilities for body ache and headache
symptoms were lower (5%). The opposite pattern was observed
for ‘‘other’’ personal effects (m2), which were stronger for body
aches and headache (15–20%) than for other symptoms (,5%).
Similarly, predisposing effects (age, sex, occupation, village,
endemic born; model 2B vs. model 1B) also explained more
variation in body aches and headache (28% and 9%, respec-
tively) than in other symptoms that were largely unaffected by
these factors. Thus, body aches and headache seemed to be more
influenced by factors related to previous exposure (as reflected
in m2 and predisposing effects), whereas fever, gastrointestinal
symptoms, and hypochondrial pain seemed to be more con-
trolled by host genetic influences. Altogether, between-person
variation, both genetic and nongenetic (h21m2), accounted for
around 20% of the variation for most symptoms. Thus, people
tended to be consistent in the degree of sickness that they
reported; this was also reflected in the 8–15% repeatability of
the number of days that a person was symptomatic before
reporting to the clinic. Many of these repeatable differences in
symptoms were able to be explained by known predisposing
factors since the estimates of m2 were, on average, reduced by 7%
when these factors were included in the model as fixed effects.
Thus, m2 and predisposing effects were somewhat interchange-
able in the model. In contrast, estimates of h2 and c2 changed by
less than 2% when predisposing effects were fitted; similarly,
estimates of h2, m2, and c2 changed little when current influences
on the infection were included in the model.

Variation between houses (c2) in intensity of clinical disease
was low (around 3%) and not significantly different from zero.

For traits relating to the status of the infection (temperature,
parasitemia, and gametocyte prevalence at presentation), estimates
of heritability were generally low (,5%). A notable exception was
the moderate heritability (around 18–24%) of P. falciparum para-
sitemia. In contrast, the heritability of P. vivax parasitemia was low
(0–7%). These results parallel the higher heritability of the number
of attacks of P. falciparum than of the number of attacks of P. vivax
(see group A traits, above). Conversely, the ‘‘other’’ personal
component (m2) was moderately high for P. vivax (7–20%) and
rather lower for P. falciparum (0–13%).

To appreciate the magnitude of the contribution of host
genetics to the overall variation in the frequency and clinical
intensity of malarial infections among members of this popula-
tion, consider the following. The mean symptom scores of the
top and bottom 10% of the population for intensity of clinical
symptoms were 16.3 and 5.7, respectively, giving a difference
between these groups of 10.6 (from a population with a mean of
11.0 and range of 0 to 25). If it were possible to assign people into
the top and bottom 10% of clinical responders according to their
genetic, rather than their phenotypic characteristics, the mean
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symptom scores of these two groups would be 11.9 and 10.0,
respectively, a difference of 1.9. That is, genetic effects ac-
counted for roughly one-fifth of the observed spread of symptom
scores between the most susceptible and the most protected in
the population. Similarly, the 10% of people who had the most
and the 10% with the fewest infections during the period of the
study had means of 3.2 and 0 infections, respectively (population
mean of 0.71, range of 0 to 7). If the population could be assigned
to these groups on the basis of their genetic characteristics, the
mean numbers of infections (predicted from the distribution on
the transformed scale) would be 1.1 and 0.5, respectively, i.e., an
approximately 2-fold difference. Put another way, the least
protected 10% of the population were twice as vulnerable to
malarial infection as the most protected 10% because of their
genetic characteristics. The equivalent ratios if the population
was divided into the top and bottom 50%, or the top and bottom
5%, would be 1.4- and 3-fold, respectively. Approximately the
same ratios would be found if the population were to be similarly
divided into low-risk vs. high-risk houses or villages.

Discussion
This study was designed to partition the remarkable amount of
variation in the frequency and intensity of malarial disease
observed in the field (1–3) into its major sources. These sources
may be broadly categorized as intrinsic factors due to the host
(genetics, acquired immunity, physiological factors), extrinsic
factors of the environment (exposure-related effects, e.g., house
location, occupation), and temporary infection-status effects
(e.g., parasitemia and temperature at presentation, duration of
symptoms). We were able to attribute around 15–20% of the
variation in the frequency and intensity of clinical episodes to
stable between-person differences, about one-third of which
could be attributed to predisposing, semipermanent variation
among people due to previous exposure, and about half of which
was due to permanent, heritable differences. Thus, there are
genes segregating in this rural Sri Lankan population that help
or hinder the host’s ability to control malarial infection. These
combined genetic effects are sufficiently large to be detectable
against a background of stochastic and heterogeneous malaria
transmission. They are responsible for an approximately 2-fold
difference in the rate at which the genetically most susceptible
compared with the genetically least susceptible people experi-
ence clinical infections. The contribution of host genetics found
in this study is likely to be an underestimate of the importance
of host genes on a global scale as malaria-related mortality in this
population is virtually zero, largely due to good primary health
care. We may also have underestimated the importance of host
genetics because of inaccuracies in the pedigree due to misre-
porting of paternity, the subjective nature of reporting severity
of symptoms, and the tendency to not report very mild infections.

An interesting finding of this study is that the genetic effects
on disease susceptibility appeared to be fundamentally different
between P. falciparum and P. vivax infections. Whereas the h2 of
the frequency of infections with P. falciparum did not change
when those with zero infections were excluded from the analysis,
the h2 of P. vivax infections was much reduced when these were
excluded. Also, the h2 of parasite density was higher in P.
falciparum than in P. vivax infections. Although these species
differences in h2 were not statistically significant and were
somewhat dependent on whether spatial variation was taken into
account in the model, the consistent nature of the species pattern
across different traits is suggestive that real differences exist in
the genetic mechanisms that control the two species. The pattern
suggests that the genetic control of P. falciparum infection does
not confer absolute susceptibility or refractoriness to infection
but rather modulates the probability of infection and the density
of parasites during infection. Such effects would be consistent
with the known presence in South Asian populations of inherited

blood disorders that give partial protection against clinical illness
from P. falciparum such as sickle cell trait (hemoglobin S),
hemoglobin E, the thalassemias, and glucose 6-phosphate de-
hydrogenase deficiency (40). Degrees of genetic protection
against P. falciparum infection could also occur through immu-
nological mechanisms such as the postulated HLA-controlled
blocking of parasite development in the liver (7, 41) or through
other immune response genes (16, 17, 28). The effects are also
consistent with the existence of genes affecting parasite density
during blood infections of P. falciparum such as the single locus
genetic effect on parasite density during P. falciparum infection,
which has been reported in populations of West Africa (8,
11–14). In contrast, the genetic effects on P. vivax seemed to
determine in an absolute way whether or not an individual
became infected with P. vivax malaria rather than modulating the
response to infections already acquired. This type of genetic
effect is consistent with the known effects of the Duffy blood
group antigen (18), which is, to our knowledge, the only known
human genetic influence on resistance to P. vivax infection. This
variant confers absolute refractoriness to P. vivax infection
because of the inability of P. vivax merozoites to invade Duffy
negative red blood cells (18). Unlike P. falciparum (42), P. vivax
does not appear to have alternative invasion pathways by which
P. vivax can circumvent this obstacle. However, the Duffy
negative blood group is rare outside West African populations
(43–46), although it may be emerging in Papua New Guinea (47).
Our study thus raises the question of whether this or other
genes conferring absolute refractoriness to P. vivax infection
are segregating in this Sri Lankan population. Alternative
explanations for the apparent species difference in the parti-
tioning of genetic and environmental effects is that the species
differ in their ecology and hence environmental dependence,
or differ in the way they generate acquired immunity, or that
the genetic control of P. vivax is predominantly non-additive
(dominant andyor epistatic) in nature. All of these are inter-
esting possibilities that deserve deeper investigation because of
their implications for disease control in areas where these
species coexist.

In addition to the genetic effects on susceptibility to, and
frequency of, malarial infection and parasite density, we also
found evidence of significant genetic effects upon the clinical
intensity of the infections. Genetic effects were strongest for
gastrointestinal symptoms, fever, and hypochondrial (splenic)
pain. What might be the basis of the genetic control on clinical
disease observed here? The host may be protected from disease
through some of the genetic mechanisms implicated above that
limit the growth rate of the asexual parasite population (8,
10–14, 21), perhaps through cytokine-mediated fever responses
(15, 48, 49), or some physiological alteration of the red cell
environment that is unfavorable to parasite growth (50, 51), or
through better immune response to parasite antigens (16, 17).
Disease severity may also be directly limited by host genetic
control of the pathological effects induced by the parasites such
as the cytokines tumor necrosis factor-a and tumor necrosis
factor-b (23, 27, 52, 53). It is not possible from our analysis to say
which of these mechanisms were involved because the herita-
bility estimates include all of the additive genetic variation, not
just that from individual genes. Thus, the precise genetic mech-
anisms offering protection from malaria in this population will
remain speculative until linkage studies involving candidate
genes, as revealed by other studies (10–14, 21), lead to identi-
fication of the genes involved.

Equally important as genetics in determining disease burden
were nongenetic intrinsic factors (acquired immunity) and en-
vironmental factors (e.g., housing); these effects are well known
and have been discussed widely in the malaria literature (32, 33,
54–58), although rarely with respect to their contribution to
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overall variation in disease. Both of these influences exhibited
different patterns for the two parasite species, indicating that
different immune mechanisms and ecology are operating in
P. falciparum and P. vivax, as is well established (54, 58).
Moreover, there seemed to be a strong interaction between these
two species as evident by a marked deficit in mixed-species
infections in this study; such deficits have been reported in other
areas (59–61) but are poorly understood (62). The suggestion
from this study that there are genes that protect against P.
falciparum and not against P. vivax, and vice versa, and the

possible interactions between host genetics and disease ecology
(26) add further insights into this issue.
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