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Cortical maps express experience-dependent plasticity. However,
the underlying cellular mechanisms remain unclear. We have
recently shown that sensory deprivation results in large changes of
the short-term dynamics of excitatory synapses at the junction of
deprived and spared somatosensory (barrel) cortex, which may
contribute to map reorganization. A key issue is whether the
alterations in short-term synaptic dynamics are driven by a loss of
sensory input or by competition between deprived and spared
inputs. Here, we report that short-term dynamics of horizontal
pathways in the middle of uniformly deprived cortex change only
modestly. Vertical intracortical pathways were unaffected by de-
privation. Our results suggest that uniform loss of sensory activity
has a limited effect on short-term synaptic dynamics. We concluded
that competition between sensory inputs is necessary to produce
large-scale changes in synaptic dynamics after sensory deprivation.

Experience-dependent plasticity of cortical maps occurs in
somatosensory (1), visual (2), and auditory (3) sensory

systems. Competition between sensory inputs has been shown to
play an important role, particularly in the visual cortex (4, 5). The
effects of competition are easiest to study during developmental
‘‘critical periods’’ when map reorganization tends to be greatest.
However, it is now clear that plasticity of many cortical maps
persists into adulthood (6, 7), and experiments suggest the
possibility that competition between sensory inputs continues to
be involved in cortical map reorganization of older animals (8).

Whereas competition may manifest itself at the level of
cortical maps, the synaptic correlates of competition remain
unclear. Competition between sensory inputs over a time scale
of hours has been studied in the retino-tectal system, where it is
suggested that long-term potentiation (LTP) and long-term
depression (LTD) do play roles in map development (9). How-
ever, it has been difficult to prove or refute the involvement of
LTP and LTD in reorganization of cortical maps because of
technical problems in measuring LTPyLTD at the same synapses
over the duration of sensory modification protocols, which
typically last days.

Investigation in vitro of the cellular mechanisms underpinning
competition is further confounded by the fact that the most
common method of inducing competition involves altering sen-
sory input. Thus, it is difficult to study competition in isolation.
The information contained within the short-term synaptic dy-
namics offered a possible solution. We have recently shown that
brief periods of innocuous sensory deprivation result in large-
amplitude changes of the short-term dynamics of horizontal
excitatory synapses at the junction of deprived and spared cortex,
and we have suggested how these changes could contribute to
map reorganization (10). The key issue that arises from these
experiments is whether alterations in short-term synaptic dy-
namics are driven by a loss of sensory input per se or by
competition between deprived and spared inputs. We reasoned
that we could tease apart the contribution of a loss of sensory
input from the effect of competition between deprived and
spared sensory inputs by comparing the synaptic dynamics in the
middle of deprived cortex with those in the middle of spared

cortex. The results could then be contrasted with the synaptic
dynamics at the junction of deprived and spared cortex (10), and
the relative contributions of loss of sensory input and competi-
tion between sensory inputs could be assessed.

Materials and Methods
Trimming Protocol. Rats had all of the whiskers on either the right
or left side of the snout trimmed flush with the fur every day for
5 or 10–14 days. The rats were gently restrained during the
trimming. Median ages of 5-day deprivation (24.5 days, inter-
quartile range 19–28 days) and 10- to 14-day deprivation rats (25
days, interquartile range 24–26 days) on the experimental (i.e.,
terminal) day were not different (P 5 0.85, Mann–Whitney rank
sum test). The advantage of this trimming protocol is that it
allows comparison of deprived and spared cortex in the same
animal. One possible concern is that there may still be some
residual sensory input to deprived cortex via the transcallosal
pathway that links homotopic points in somatosensory cortex.
However, the transcallosal pathway is weak (11–13), and its
effect appears to be primarily inhibitory (14). Furthermore,
lesioning the transcallosal input results in short-lasting (,30
min) alterations of receptive fields with no evidence of long-term
plasticity (15).

Slice Preparation and Recordings. On the day of recording, rats had
all whiskers trimmed acutely by an assistant to blind the elec-
trophysiologist to the rat’s sensory history. Thalamocortical
brain slices were prepared from both hemispheres as described
previously (16) and stored in an interface chamber at the
junction between artificial cerebrospinal f luid (ACSF) flowing
at 1 mlymin and humidified 95%y5% O2yCO2. The ACSF
contained (in mM): NaCl 124, KCl 3, NaH2PO4 1.25, NaHCO3
26, dextrose 10, MgCl2 1, and CaCl2 2, and was saturated with
95%y5% O2yCO2. The bath temperature was 34°C. Angled
illumination allowed identification of the upper border of the
barrels (lower layer 3). Ultrasmall concentric bipolar stimulation
electrodes (25-mm tip; FHC, Bowdoinham, ME) were located in
layer 4 and layer 2y3 (Fig. 1A). A large bore micropipette (0.5–1
MV) filled with 0.2 mM bicuculline methiodide dissolved in
ACSF was located in layer 2y3 to block fast inhibitory postsyn-
aptic potentials focally. We recorded excitatory postsynaptic
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potentials (EPSPs) from neurons in the immediate vicinity of the
field potential electrode with sharp microelectrodes (70–100
MV) filled with 3 M potassium acetate and 1% biocytin.
Pyramidal cells were identified electrophysiologically on the
basis of their firing characteristics. A baseline monosynaptic
EPSP of approximately 5–7 mV was evoked. We ensured that

fast inhibitory postsynaptic potentials were blocked by stimulat-
ing vertical and horizontal intracortical afferents while depolar-
izing layer 2y3 neurons with current pulses and checking for the
presence of a hyperpolarizing potential overlapping the EPSP
(17). N-methyl-D-aspartate (NMDA) receptors were blocked
with 50 mM DL-2-amino-5-phosphopentanoic acid (AP5, Sigma)
in the ACSF. EPSPs were evoked by stimulus trains comprising
eleven stimuli at a constant frequency. The results were averaged
over three trials, with each trial separated by 30 s. This protocol
was repeated at stimulation frequencies varying from 5–40 Hz.
In each animal, we recorded from at least one neuron in both
spared and deprived hemispheres. When recordings from one
neuron were completed, we moved stimulating and recording
electrodes to another slice from the opposite hemisphere and
recorded from the homotopic point. Synaptic responses were
recorded with an Axoclamp 2A amplifier (Axon Instruments,
Foster City, CA) and digitized at 10 KHz. Data acquisition and
signal analysis were done in the LABVIEW environment (National
Instruments, Austin TX).

Data Analysis. Single exponential curve fitting was done using the
Marquardt–Levenburg algorithm (18). When calculating the
time constant of EPSP amplitude depression, we required that
there were at least two points on the rapidly decaying part of the
fitted curve to ensure that the fit reflected the synaptic dynamics.
Thus, we had to exclude the 5-Hz data from the analysis of
synaptic strength because EPSP amplitudes frequently reached
a steady state by the second response in the train. Inter-animal
variability is a potential cause of bias. Therefore, if we recorded
more than one neuron from a hemisphere, we averaged the
results for that hemisphere so that, for each animal, we had one
set of results for the deprived cortex paired with results obtained
in nondeprived cortex. The variance of the time constant of
EPSP amplitude decay data decreased with the mean as stim-
ulation frequency increased. Hence, parametric statistical tests
could not be used on the raw data. Where appropriate, we have
used a logarithmic transform to equalize the variances (19)
before proceeding to paired t tests. Alternatively, we used
nonparametric statistical analysis on the raw data. Details of the
model have been described elsewhere (10, 20).

Results
We induced an innocuous but extensive sensory deprivation of
primary somatosensory cortex (SI) by trimming all whiskers
from one side of rats’ snouts for 5 days (10 rats, 5 right trim and
5 left trim) or 10–14 days (7 rats, 3 right trim and 4 left trim).
Another group of rats, handled in the same way, but without
trimming, acted as a sham-control (4 rats). We prepared in vitro
thalamocortical slices (16) from both hemispheres and made
intracellular recordings from layer 2y3 pyramidal neurons in the
whisker barrel part of primary somatosensory cortex (Fig. 1 A).

Neither deprivation status nor duration of deprivation af-
fected intrinsic membrane properties of pyramidal neurons
(Table 1). We evoked EPSPs by stimulating either the horizontal
layer 2 to layer 2 pathway or the vertical layer 4 to layer 2 pathway
with trains of stimuli at frequencies from 5–40 Hz (n 5 26
neurons after 5-day deprivation, n 5 19 neurons after 10-day
deprivation, and n 5 9 neurons in sham-controls; Fig. 1B).
N-methyl-D-aspartate (NMDA) receptor-mediated excitatory
potentials and fast g-aminobutyric acid receptor-mediated in-
hibitory potentials were blocked pharmacologically. We mea-
sured the amplitude of EPSPs during the stimulus trains and
normalized the amplitudes to the first response in the train.
Single exponentials were fitted to the results to estimate the nor-
malized steady-state amplitude and the time constant of EPSP
amplitude depression. This analysis was done for each slice
(Fig. 1C) and for data pooled into deprived and spared groups
(Fig. 1D).

Fig. 1. Short-term synaptic dynamics in the thalamocortical slice. (A) Sche-
matic diagram of the position of the recording and stimulating electrodes
positions in primary somatosensory cortex. The gray band represents layer 4 of
the barrel field. A field electrode was used to apply bicuculline methiodide
focally. (B) Average responses (3 trials) evoked by stimulation of the horizontal
layer 2–2 pathway at 20 Hz in one slice from deprived cortex. (C) Single
exponential fit to the responses in B. (D) Single exponential fit to the responses
evoked by 20-Hz stimulus trains averaged across all recordings in deprived
cortex (open circles, n 5 14 neurons from 10 slices) and spared cortex (filled
circles, n 5 12 neurons from 10 slices) of rats trimmed for 5 days.
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We found that there were subtle changes in the short-term
dynamics of excitatory synapses in the horizontal 2–2 pathway
after 5 days of deprivation. Although there was no statistically
significant difference in the normalized steady state amplitude of
horizontal 2–2 pathways in supragranular cortex (5- to 40-Hz
data, mean difference 5 0.006 6 0.108; P 5 0.73, paired t test,
n 5 39; Fig. 2A), the time constant of EPSP amplitude depres-
sion was longer in the deprived hemisphere at all frequencies
tested (10- to 40-Hz data, mean difference 5 33 ms, 95%
confidence interval 2–72 ms; P 5 0.04, paired t test, n 5 29; Fig.
2B). We trimmed a second group of rats for 10–14 days to
determine whether longer periods of deprivation produced
greater changes in short-term synaptic dynamics. There was no
consistent difference in the normalized steady-state amplitude
of horizontally evoked EPSPs in deprived and spared cortex (5-
to 40-Hz data, mean difference 5 0.046 6 0.032; P 5 0.16, paired
t test, n 5 24; Fig. 2C). However, the time constant of EPSP
amplitude depression was longer in the deprived hemisphere
compared with the spared hemisphere at all frequencies tested
(10- to 40-Hz data, median difference 5 19.5 ms; P 5 0.17,
Wilcoxon signed rank test, n 5 19)(Fig. 2D). We pooled the
results from both studies to see whether there were consistent
changes in short-term synaptic dynamics. There was no differ-
ence in normalized steady-state (Fig. 2E), but the time constant
of EPSP decay was shorter in nondeprived rats (median differ-
ence 5 25 ms; P 5 0.02, Wilcoxon signed rank test, n 5 48; Fig.
2F). There was no significant correlation between the steady-
state amplitude and time constant of EPSP amplitude decay (r 5
20.02; P 5 0.86, Pearson product moment test, n 5 96). This
result suggests that the rate of decrease of EPSP amplitude
during a stimulus train and the steady-state amplitude could be
modulated separately.

We analyzed our data in more detail by using a model of
short-term synaptic dynamics (10, 20). The key benefit of the
model is that it describes the varying EPSP amplitudes during a
stimulus train, which we refer to as the synaptic efficacy, with
parameters that remain constant during that train. Values for the
parameters can be used to compare quantitatively differences
between deprived and spared cortex or between different trim-
ming protocols. Characterization of normalized EPSP ampli-
tudes during a stimulus train requires only two parameters. One
parameter represents the proportion of synaptic resources, S,

used to generate an EPSP with each action potential. This
parameter, which varies between zero and one, can be thought
of as the synaptic strength and, for simplicity, that is how we refer
to it. The second parameter, t, denotes the time constant with
which synaptic resources recover after having been used to
generate an EPSP. The model predicts that synaptic efficacy
depresses exponentially toward a steady state during a stimulus
train. Therefore, we used the single exponential fits to calculate
values for synaptic strength and the time constant of recovery at
varying frequencies for deprived and spared hemispheres.

We found that there was a small but consistent decrease in
predicted synaptic strength of horizontal layer 2–2 pathways in
deprived cortex compared with spared cortex after 5 days (10- to
40-Hz data, deprived 5 0.17 6 0.03, spared 5 0.20 6 0.03; P 5
0.065, paired t test) and 10–14 days of deprivation (10- to 40-Hz
data, deprived 5 0.12 6 0.03, spared 5 0.15 6 0.03; P 5 0.004,
paired t test). The time constant of recovery decreased by a small
amount after 5 days of deprivation (10- to 40-Hz data, de-
prived 5 270 6 10 ms, spared 5 240 6 10 ms; P 5 0.004, paired
t test), but it was not statistically different from that in spared
cortex after 10–14 days of deprivation (10- to 40-Hz data,

Table 1. Intrinsic properties of layer 2/3 pyramidal cells

Deprived Spared
Pooled
control

5-day deprivation
Resting membrane potential, mV 279 6 1 279 6 2 280 6 1
Input resistance, MV 36 6 5 33 6 4 34 6 2
Membrane time constant, ms 11 6 1 12 6 2 12 6 1

10-day deprivation
Resting membrane potential, mV 280 6 1 280 6 1 280 6 1
Input resistance, MV 37 6 3 37 6 4 34 6 2
Membrane time constant, ms 13 6 1 13 6 1 12 6 1

All data are given as mean 6 SEM. Two-way ANOVA showed no difference
in resting membrane potential (n 5 42; deprivation status, F1,39 5 0.01, P 5
0.91; trim duration, F1,36 5 0.84, P 5 0.37), input resistance (n 5 42; deprivation
status, F1,39 5 0.23, P 5 0.64; trim duration; F1,39 5 0.38, P 5 0.54) or membrane
time constant (n 5 39; deprivation status, F1,36 5 0.59, P 5 0.45; trim duration,
F1,36 5 1.83, P 5 0.19) when deprived and spared cortex following 5-day
deprivation or 10–14 day deprivation were compared. One-way ANOVA
showed no difference in resting membrane potential (5-day trim, F2,34 5 0.23,
P 5 0.80; 10-day trim, F2,25 5 0.02, P 5 0.98), input resistance (5-day trim, H 5
0.66, P 5 0.72; 10-day trim, F2,25 5 0.20, P 5 0.83) or membrane time constant
(5-day trim, F2,31 5 0.67, P 5 0.52; 10-day trim, F2,25 5 0.53, P 5 0.59) when
deprived and spared cortex were compared with pooled controls.

Fig. 2. Horizontal layer 2 to layer 2 pathway. (A) Normalized steady-state
EPSP amplitudes evoked by stimulation of layer 2–2 pathways in deprived
(open circles, n 5 10) or spared cortex (filled circles, n 5 10) with brief stimulus
trains of varying frequencies after 5 days of deprivation. (B) Time constant of
EPSP amplitude depression calculated from single exponential fits to normal-
ized EPSP amplitudes evoked by stimulation of layer 2–2 pathways in deprived
(open circles, n 5 10) or spared cortex (filled circles, n 5 10) at varying
frequencies after 5 days of deprivation. (C) Normalized steady-state EPSP
amplitudes evoked by stimulation of layer 2–2 pathways in deprived (open
circles, n 5 7) or spared cortex (filled circles, n 5 7) with brief stimulus trains
of varying frequencies after 10–14 days of deprivation. (D) Time constant of
EPSP amplitude depression calculated from single exponential fits to normal-
ized EPSP amplitudes evoked by stimulation of layer 2–2 pathways in deprived
(open circles, n 5 7) or spared cortex (filled circles, n 5 7) at varying frequencies
after 10–14 days of deprivation. (E) Pooled differences in normalized steady
state after 5- and 10-day trims. (F) Pooled differences in time constant of EPSP
amplitude depression after 5- and 10-day trims.
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deprived 5 330 6 40 ms, spared 5 280 6 20 ms; P 5 0.18, paired
t test). Results from spared cortex were not different from
pooled controls [synaptic strengths, spared cortex (pooled 5- and
10-day deprivation) 5 0.18 6 0.02, control 5 0.16 6 0.03, P 5
0.45; time constant of recovery, spared cortex 5 260 6 20 ms,
controls 270 6 40 ms, P 5 0.89]. Taken together, the results
suggested that 5 or 10–14 days of sensory deprivation induced a
modest, but highly statistically significant weakening of synaptic
strength in deprived cortex compared with spared cortex (pooled
5 and 10–14 days deprivation data, P , 0.001). Moreover, our
data indicated that the change in synaptic strength had devel-
oped by 5 days of deprivation and did not tend to become much
larger with more prolonged deprivation. Our experiments do not
give a lower limit on how fast changes in the short-term dynamics
of excitatory synapses develop. A whisker trimming protocol that
leaves two neighboring whiskers results in changes in receptive
fields of those whiskers within 3 days of trimming in adult rats
(21, 22). Thus, it is clearly possible that short-term synaptic
dynamics change rapidly after trimming, but a longitudinal study
is required to resolve this issue.

We undertook a similar analysis of short-term synaptic dy-
namics of the vertical layer 4 to layer 2 pathway in deprived and
spared hemispheres to assess whether they were modified by the
trimming protocol. We found that there was no difference
between the normalized steady-state amplitudes in deprived and
spared cortex after 5 days (5- to 40-Hz data, deprived minus
spared 5 0.007 6 0.015; P 5 0.67; Fig. 3A) or 10–14 days of
deprivation (5- to 40-Hz data, deprived minus spared 5
20.014 6 0.016; P 5 0.43; Fig. 3C). Similarly, time constants of
EPSP amplitude depression of vertical layer 4–2 pathways were
the same in deprived and spared cortex after 5 days (10- to 40-Hz
data, deprived minus spared 5 0.2 6 9.9 ms; P 5 0.98; Fig. 3B)
and 10–14 days of deprivation (10- to 40-Hz data, deprived
minus spared 5 21.5 6 9.1 ms; P 5 0.88, paired t test; Fig. 3D).
By using the model, analysis of the results from the layer 4 to
layer 2 pathway showed that sensory deprivation did not alter
synaptic strength after 5 days (10- to 40-Hz data, deprived 5
0.31 6 0.02, spared 5 0.32 6 0.04; P 5 0.82) or 10–14 days of
sensory deprivation (10- to 40-Hz data, deprived 5 0.26 6 0.03,
spared 5 0.25 6 0.03; P 5 0.75). Similarly, the time constant of
recovery in deprived cortex was not different from that in spared
cortex after 5 days (10- to 40-Hz data, deprived 5 240 6 20 ms,
spared 5 280 6 70 ms; P 5 0.53) or 10–14 days of deprivation
(10- to 40-Hz data, deprived 5 250 6 10 ms, spared 5 250 6 20
ms; P 5 0.92). Results from the trimmed rats were not different
from pooled controls [synaptic strengths, spared cortex (pooled
5- and 10-day deprivation) 5 0.29 6 0.03, control 5 0.28 6 0.03,
P 5 0.77; time constant of recovery, spared cortex 5 260 6 40
ms, controls 310 6 30 ms, P 5 0.07]. We concluded that the
short-term synaptic dynamics of the vertical layer 4-layer 2
pathway in the middle of deprived cortex were not modified by
sensory deprivation.

Discussion
Our experiments show that a modest change in synaptic strength
and dynamics of the horizontal pathways in the middle of
deprived cortex had developed after 5 days of deprivation.
Furthermore, these changes did not tend to become much larger
with more prolonged deprivation. The results from our current
experiments bear similarities to the results that we found at the
junction of deprived and spared cortex (10). Greater changes in
short-term synaptic dynamics occur in the horizontal layer 2 to
layer 2 pathways compared with the vertical layer 4 to layer 2
pathway. Furthermore, the pattern of the results found in the
horizontal layer 2–2 pathway (altered synaptic strength, un-
changed time constant of recovery) was the same as the results
found at the junction of deprived and spared cortex after 10 days
of deprivation.

However, we noted one big difference when we compared
results from the middle of deprived cortex with those from the
edge of deprived cortex. The changes in synaptic dynamics
were much larger at the junction of deprived and spared cortex.
This finding can be quantified by using the model. The
magnitude of the difference between the synaptic strength in
spared and deprived cortex in the current experiments was only
0.03 (19% of control synaptic strength) at 10 days. This result
was much less than the difference in synaptic strength between
horizontal inputs onto deprived cortex at the junction of
deprived and spared cortex, which was 0.13 (48% of control
synaptic strength) (10). Our analysis suggests that the effects
of sensory deprivation in the middle of deprived cortex are
smaller than those at the edge of deprived cortex. Further-
more, our results indicate that loss of sensory input is not
sufficient to account for the changes we saw at the junction of
deprived and spared cortex. We conclude that the difference
in synaptic strength of horizontal layer 2 to layer 2 excitatory
synapses onto deprived cortex at the junction of deprived and
spared cortex was the result of a combination of loss of sensory
input and competition between sensory inputs.

Fig. 3. Vertical layer 4 to layer 2 pathway. (A) Normalized steady-state EPSP
amplitudes evoked by stimulation of layer 4–2 pathways in deprived (open
circles, n 5 10) or spared cortex (filled circles, n 5 10) with brief stimulus trains
of varying frequencies after 5 days of deprivation. (B) Time constant of EPSP
amplitude depression calculated from single exponential fits to normalized
EPSP amplitudes evoked by stimulation of layer 4–2 pathways in deprived
(open circles, n 5 10) or spared cortex (filled circles, n 5 10) at varying
frequencies after 5 days of deprivation. (C) Normalized steady-state EPSP
amplitudes evoked by stimulation of layer 4–2 pathways in deprived (open
circles, n 5 7) or spared cortex (filled circles, n 5 7) with brief stimulus trains
of varying frequencies after 10–14 days of deprivation. (D) Time constant of
EPSP amplitude depression calculated from single exponential fits to normal-
ized EPSP amplitudes evoked by stimulation of layer 4–2 pathways in deprived
(open circles, n 5 7) or spared cortex (filled circles, n 5 7) at varying frequencies
after 10–14 days of deprivation. (E) Pooled differences in normalized steady
state after 5- and 10-day trims. (F) Pooled differences in time constant of EPSP
amplitude depression after 5- and 10-day trims.
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The effects of trimming all whiskers from one side of the snout
for 7 days have been studied in vivo. The largest decrease of
neuronal firing was in layer 2y3, with a modest reduction of layer
4 firing and no change in thalamic activity (8). Our results are
consistent with this study. However, it is unclear whether our
findings can account for all of the reduction in layer 2y3 firing,
particularly because the changes we found occur during the early
part of stimulus trains and have minimal effect on normalized
steady-state EPSP amplitudes. Alterations in inhibitory intra-
cortical circuitry may also be present. Alternatively, changes in
subcortical inputs may be important (23). For instance, a reduc-
tion in the strength of thalamocortical pathways could account
for the reduced layer 4 firing. The reduction in layer 2y3 firing
may then be a combination of reduced excitatory inputs from
layer 4 and, as we report here, weakened horizontal intracortical
inputs from other layer 2y3 pyramidal neurons. Clearly, further
experiments are required to resolve the relative contributions of
thalamocortical and intracortical inputs to cortical map reorga-
nization in somatosensory cortex.

Evidence suggestive of competition between sensory inputs
has been found in primary somatosensory cortex at the junction
of deprived and spared cortex (8). However, competition has
been most clearly documented in the visual cortex where mon-
ocular deprivation during the critical period results in rearrange-
ment of the ocular dominance map (4, 24). Typically, experi-
ments involve recording neuronal firing in vivo in response to a
sensory stimulus. Complementary theoretical studies (25–28)
attempt to explain competition at a synaptic level. The general
thesis is that a change in sensory input manifests itself as an
altered pattern of neuronal firing, which in turn leads to activity-
dependent modification of synapses. Theories have tended to
focus on LTP and LTD or their equivalents as candidate cellular
mechanisms. Not only has this work deepened our understand-
ing by describing the constraints on LTPyLTD that are required
to fully explain competition (29), but it has also revealed the
conflicting ways that LTP and LTD could account for the
experimental findings (25, 26, 29). Assessing which theory is
most accurate is a pressing problem. However, it has been

difficult to perform crucial experiments to test predictions from
different theories because of the lack of a simple measure of the
average amount or degree of potentiation at synapses.

Neocortical brain slices in vitro have been used to test more
general predictions of the theoretical models that relate to
experience-dependent plasticity rather than to specifically ad-
dress competition issues. Results from some experiments suggest
that LTP and LTD are involved in experience-dependent plas-
ticity (30, 31). However, it has been questioned whether con-
ventional extracellular stimulation protocols used to generate
LTPyLTD in neocortical brain slices in vitro produce the same
type of plasticity that occurs when cortical maps reorganize in
vivo (32, 33). It is possible that long-lasting LTP, which occurs
over days, is different from LTP that is generated in vitro and
typically studied over the following hours (34). Global mecha-
nisms, which regulate synaptic efficacy up or down to keep it
within meaningful ranges, have been recently described in
neurons cultured from visual cortex (35). However, these mech-
anisms affect all synapses and, therefore, do not deal directly
with competition between sensory inputs.

Synaptic transmission in neocortex is a dynamic process (10,
36, 37). We have exploited this fact to gain further insights into
the mechanisms of cortical map reorganization in supragranular
layers of primary somatosensory cortex, where cortical maps are
plastic into adulthood (38–41). Our experiments indicate that
loss of sensory input does not account for all of the changes in
short-term synaptic dynamics that follow sensory deprivation,
and that competition between sensory inputs contributes to
cortical map reorganization. Furthermore, our findings suggest
the possibility that competition between sensory inputs occurs
continuously, but manifests itself only when altered sensory
input leads to cortical map reorganization. Thus, we propose
that, where cortex remains plastic, there is competition for
cortical space.
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