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Abstract

Background: The fundamental role that intrinsic stochasticity plays in cellular functions has been
shown via numerous computational and experimental studies. In the face of such evidence, it is
important that intracellular networks are simulated with stochastic algorithms that can capture
molecular fluctuations. However, separation of time scales and disparity in species population, two
common features of intracellular networks, make stochastic simulation of such networks
computationally prohibitive. While recent work has addressed each of these challenges separately,
a generic algorithm that can simultaneously tackle disparity in time scales and population scales in
stochastic systems is currently lacking. In this paper, we propose the hybrid, multiscale Monte
Carlo (HyMSMC) method that fills in this void.

Results: The proposed HyMSMC method blends stochastic singular perturbation concepts, to deal
with potential stiffness, with a hybrid of exact and coarse-grained stochastic algorithms, to cope
with separation in population sizes. In addition, we introduce the computational singular
perturbation (CSP) method as a means of systematically partitioning fast and slow networks and
computing relaxation times for convergence. We also propose a new criteria of convergence of
fast networks to stochastic low-dimensional manifolds, which further accelerates the algorithm.

Conclusion: We use several prototype and biological examples, including a gene expression
model displaying bistability, to demonstrate the efficiency, accuracy and applicability of the
HyMSMC method. Bistable models serve as stringent tests for the success of multiscale MC
methods and illustrate limitations of some literature methods.

Background

Stochastic behavior, resulting from the small population
of species in an intracellular medium, can stimulate inter-
esting molecular phenomena, such as noise-induced
bifurcations, phenotypic heterogeneity, etc. Through such
phenomena, intracellular noise can have an impact on the
physiology of the cell [1,2]. It is therefore important that

in silico analysis of intracellular networks, aimed at relat-
ing cell function to molecular events, is capable of captur-
ing fluctuations. Exact stochastic algorithms, such as the
stochastic simulation algorithm (SSA) [3,4] and its vari-
ants [5], can capture the molecular noise by accounting
for the random nature of biochemical processes.
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The SSA [3,4] provides the exact solution but can be com-
putationally intensive, especially when large populations
and/or reaction networks are involved. t-leap methods [6-
9], which accelerate the simulation by firing multiple reac-
tions in a coarse time step, provide an excellent alternative
when large populations are involved. However, the origi-
nal Poisson-based t-leap method [6] and its modifica-
tions, the binomial t-leap [7,8] and the implicit t-leap
[10] methods, do not perform too well at low popula-
tions. Therefore, an intracellular network comprised of
mixed population scales is not amenable to a t-leap treat-
ment. A modified t-leap algorithm [11] was recently
developed to avoid negative populations that can occur in
the Poisson t-leap method. Implicitly, this modification
results in a hybrid, stochastic algorithm that handles
mixed population levels by seamlessly switching between
the SSA for low population species and the Poisson t-leap
method for large population species [11]. Similarly, the
partitioned leaping method [12] combines the exact next
reaction method [5] with the Poisson t-leap [6] method to
enable stochastic simulations over a disparate range of
populations.

Another aspect of biological networks plaguing stochastic
simulation is the presence of processes with disparate
reaction rates. Fast reactions, which are sampled more fre-
quently by the SSA, reduce the size of the time step. As a
result, it is difficult to simulate macroscopic real-time. t-
leap methods are also inefficient when a large separation
of time scales is encountered. Most multiscale, stochastic
algorithms [13-21] accelerate simulation of stiff networks
by reducing the time spent in simulating the fast network.
One way to achieve this is to use an approximate, acceler-
ated algorithm, such as the Langevin method [22], to
speed up the simulation of fast reactions [15,19]. This
approach tacitly assumes that the faster kinetics arise
purely from the large populations, and is not applicable to
cases involving fast reactions with small populations. An
alternative multiscale approach [13,16-18,20] based on
the slow-scale SSA (SS-SSA) [13,14] concept, uses infor-
mation from the quasi-equilibrium (QE) description of
the fast network to evolve the slow network (see Appendix
A). In this multiscale approach, individual networks are
modeled with the SSA, and thus, large populations in
either the fast or the slow network cannot be handled
effectively.

A generic stochastic algorithm, which simultaneously
addresses the disparity in time scales and species popula-
tions in well-mixed reaction networks, is currently lacking
(see Figure 1). In this paper, we propose a hybrid, multi-
scale Monte Carlo (abbreviated as HyMSMC) algorithm
to fill in this gap (a flow chart of the steps involved is pre-
sented in (Figure 2). Like our original multiscale Monte
Carlo (MSMC) algorithm [17], the proposed HyMSMC
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algorithm makes no a priori assumptions about the scales
and collapses to the exact SSA and/or non-multiscale sto-
chastic solver, when a scale separation is absent. Addi-
tional new elements in our work include: (1) the
introduction of the computational singular perturbation
(CSP) framework, as an auxiliary tool, to aid network par-
titioning and determine relaxation times of the fast net-
work for its convergence and (2) of a new statistical
relaxation criterion that eliminates the need for the com-
plete description of the QE probability distribution func-
tion (PDF), and (3) the applicability of the HyMSMC
method to networks displaying bistability in the fast or
the slow networks. To the best of our knowledge, this is
the first successful application of a multiscale, stochastic
algorithm to a bistable network, reported in the literature.

The paper is organized as follows. We begin with a brief
introduction of the SSA notation, and then provide a
detailed explanation of the CSP-assisted partitioning tech-
nique and the new statistical relaxation criterion. Next, we
introduce the new hybrid multiscale Monte Carlo
(HyMSMC) algorithm. Finally, we demonstrate the effi-
ciency, accuracy and generality of the new algorithm with
a few prototype and real biological examples.

Results and Discussion

Stochastic simulation algorithm (SSA) Notation

The notation we follow is identical to that of Gillespie
[3,4]. Consider a well-mixed, isothermal system of n spe-
cies S = {S;, S,, ..., S,} reacting through m reactions R =

{Ry, Ry, ..., R, }. Let the state of the system at any time t be
I
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Schematic showing various stochastic algorithms of the
HyMSMC method, depending on the scales in the network.
The arrows represent a transition between algorithms.
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solver is either called microsolver
(fast reactions) or macrosolver
(slow reactions).

Figure 2

Flowchart illustrating the use of the quasi-equilibrium (QE)
approximation in the MSMC or HyMSMC framework (left)
and the SSA (right).

denoted by a n-dimensional vector, X(t) = (X;(t), X,(t), ...,
X,(t)), where X;(t) is the number of molecules of species
S;at time t. Let the n-dimensional vector v; correspond to
the stoichiometry vector of reaction R;, such that v;; is the
stoichiometric coefficient of species §; in reaction
Given that the system is in a state X(t) = x at time t, we
define a propensity function, a;(x, t) such that a;(x,t)dt
gives the transition probability of the jt reaction, Rj,
occurring in an infinitesimally small time interval (t,
t+dt). This function is typically dependent on the state of
the species and the reaction conditions of the network,
such as temperature and pressure.

Stochastic Quasi-Equilibrium, Network Partitioning,
Relaxation, and Evolution

a. Quasi-equilibrium (QE) in stochastic systems

In dealing with numerical "stiffness" in stochastic sys-
tems, arising from separation of time scales, one needs to
account for the probabilistic nature of the QE [23], which
is given by a distribution of states, rather than a single
state. Accordingly, every state of the slow variables deter-
mines a QE PDF of the fast network, i.e., a stochastic low-
dimensional manifold. Stochastic QE is defined by a time-
invariant QE PDF, i.e., the existence of a stable equilib-
rium of the fast network [13]
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lim P(xf,t' | x,t) = Poo(xf | %),
t' > o0

- of
where P (xf, t'|x, t) is the probability of observing X (t')

. . . of .\
= xf, given that the system is in a state x at time t. X (t) is
a stochastic process that is identical to Xf(t), but describes
the evolution of the fast species purely via the fast net-
work.

The fast species relax to the stationary PDF, P, (xf|x), at
t'—>oo (asymptotic limit); in practice, this happens over a
relaxation time, rﬂel , of the fast network. Accuracy of the

QE approximation requires that the relaxation time, Tlgel ,

be much smaller than the smallest time scale, rnin(TjS ), of
jOR*

the slow network

lim P(x",t'| x,1) = P (x" | x).
t — TRel

Provided that Eq. (2) is satisfied, Eq. (1) transforms into

lim P(x 1 x,8) = P (x| ).
t = TRel

Obtaining this probabilistic description and then using it
in the evolution of the slow network forms the core of
multiscale, stochastic MC methods [13,16,17,20] (see
also Appendix A). The solver used to compute it is called
microscopic solver. A difficulty is that the relaxation time,

T}f;el , is unknown in complex systems. We have indirectly

addressed this issue in Refs. [17,24] and revisit it below.

b. Partitioning of a stiff stochastic system

In our algorithm, one method we use follows the parti-
tioning scheme proposed by Cao et al. [13] by identifying
the fast and slow processes based on reaction propensi-

ties, aj(x, t). We identify a fast reaction subset

Rf = { R{,Rg,...,Rf f} with mfreactions, and a slow reac-
m

tion subset R® E{Ri,R;,...,RS S} with ms reactions. All
m

species (reactants and products) participating in fast reac-
tions are defined as fast species, and the remaining species

as slow species. The state is given by X(t) = (Xf(t),Xs(t)),
where Xf(t) = (X{,Xg,..,Xflf ) and
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X%(t) = (Xf,X%,..,XS ) are the states of the fast and slow
n

S

species, respectively. nfand ns are the number of fast and
slow species, respectively, and n = nf+ns is the total
number of species. The propensity function of the slow

reaction st and of the fast reaction ij at state X(t) =

f ; S{wt) =aS[of oS-
(xf,x) can be generally written as a; (x,t) =a; (x , X ,t),

and ajf (x;t) = ajf (xf;t) , respectively.

Partitioning is done according to a user-defined threshold
of the propensities. The choice of this threshold is influ-
enced by the required accuracy and the computational
cost. Using simple model systems [17], it was found that
a separation of time scales of at least 2 orders of magni-
tude is necessary for the MSMC method to be accurate and
computationally more efficient; this value is further dis-
cussed below using new and more complex examples.
This ranked propensity-based partitioning scheme does
not always yield a single cut-off point, especially for large
networks with multiple gaps in time scales. Furthermore,
it does not identify the relaxation time. We propose the
use of the computational singular perturbation (CSP)
technique to assist with these difficulties.

Computational Singular Perturbation (CSP)-assisted stochastic
partitioning

The computational singular perturbation (CSP) technique
was introduced by Lam, Goussis and co-workers, e.g.,
[25,26], as a diagnostic tool for gaining physical insight
into the reaction dynamics of large complex networks,
and as an accelerated deterministic solver for stiff net-
works. Our principal interest in the CSP approach is in its
diagnostic power, specifically its ability to identify the
species present in QE, and the dominating reactions in the
fast and slow modes. We refer to our use of CSP tech-
niques in network partitioning as a "CSP-assisted stochas-
tic partitioning".

Consider the deterministic representation of the dynamics
of a reaction network

_dX _ &
g(x) = e i=Z1Uiai (x).

g(x) is an n-dimensional vector, such that g;(t) = dX;/dt
describes the rate of change of species S;. Differentiating
(4), yields

_dg(X) :gﬂ :]@
dt X dt =7
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where J = Z_X is the Jacobian matrix of g. In general, the

jacobian matrix, J is not a diagonal matrix. We perform a

linear transformation on g,

f=blg

such that the transformed mode f evolves in a decoupled
manner,

A
dt =

=

The matrix l_) consists of a set of n linearly independent
row vectors, b;, and is chosen appropriately to decouple

the evolution of the transformed modes, f. A is a diago-

nal matrix with the diagonal elements, |A;|, arranged in

the order of descending magnitudes. Every vector, b, is

associated with a vector, b; through the biorthonormal-

ity condition, such that,
b; (b; =1 (i=j) and b; b; =0 (i #)
The matrix b" consists of n linearly independent column

vectors, b;, and is called the basis vectors set. The matrix

l_), which is the inverse of the basis vector set, is called the

dual vector set. Lam defined an ideal basis vector set, li

as one that completely decouples the evolution of the
transformed modes [25,26]. The CSP method provides an
iterative refinement procedure [25,27] to obtain the ideal
basis vector set from a random trial basis set.

For linear systems, the Jacobian matrix is independent of
time, and thus, the right hand eigenvectors of the Jaco-

bian, J, can be conveniently used as the ideal basis vector,
b’ (assuming J is a perfect matrix of linearly independent

eigenvectors). In this case, b is the inverse of the eigen-
vector matrix of J. For nonlinear systems, the eigenvectors
of J are time-dependent, and do not constitute an ideal

basis vector set. Lam [25] proved that using the eigenvec-
tors as an ideal basis set for nonlinear systems provides a
leading order accuracy. Since we employ the CSP tech-
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nique as a partitioning guide, leading order accuracy suf-
fices as our examples indicate.

The elements A; represent the time scales of the system,
with a possible gap in the magnitude of A;; reflecting a

time-scale separation. Assuming that such a gap can be
identified, i.e., the system is stiff, we get a set of nf fast
modes, ff, and ns slow modes, 5. If the separation is large

enough, i.e., min(‘/\ifi )>> max(‘/\isi ), then the fast

modes relax rapidly, and the reduced system consisting of
only the slow modes can be evolved over the low-dimen-
sional manifold using larger time increments. While such
a transformation in deterministic systems is helpful in
removing stiffness from the system and reducing the sys-
tem dimension, here we are more interested in extracting
the physical meaning of the modes, and identifying reac-
tions and/or species that contribute to the fast modes.

Lam [25] defined the mode participation index (PI) of
reaction j in mode i as

i
pi = Bja;

T m,
z B;a, +O( b; [y* / At*
r=1

i=12,.n,j=12,.,m

)

where B} is given by the dot product b; v;. Ay* and At*

are user-defined values of acceptable error in temporal
solution provided by the CSP method. To simplify our
analysis, we neglect the second term, O(|b;-Ay*/At*|),
that sets the threshold for magnitude of relaxed f. The par-

ticipation index, P!, for the fast modes (i=1,2, ..,nf

gives the fractional contribution of reaction j to the fast
mode, i.

Herein, the CSP method is used at any stochastic state to
understand the instantaneous time scales and appropri-
ately partition the network at that state. This constitutes
our second partitioning method. The evolution of the
reaction network is still carried out in a stochastic manner,
using the HyMSMC method. The Jacobian at a stochastic
state can be approximated using the corresponding deter-
ministic model or its variant where the mean-field pro-
pensity functions are used instead of the deterministic
reaction rates. We propose the latter approach. In addi-
tion, we recommend using an analytical Jacobian, if pos-
sible, due to its higher accuracy and lower computational
cost. Aside from partitioning, the CSP method provides an
estimate of the relaxation time of the system that could be

http://www.biomedcentral.com/1471-2105/8/175

used for converging the fast network. Since there are mul-
tiple eigenvalues, and thus multiple time scales, in our
implementation we choose the smallest eigenvalue (in
magnitude) from the nf fast modes, to relax the fastest
dynamics. We discuss this concept further below and in
the results section.

Obviously, there is a computational overhead associated
with the evaluation of the Jacobian and the eigenvalue
analysis. This overhead depends on whether the system is
linear (eigenvalue analysis is done only once) or not, the
system size and the frequency of carrying out the CSP
analysis. Ideally, network partitioning, either CSP-assisted
or ranked propensity-based, should be performed prior to
every call to the microscopic solver. Practically however,
when the trajectory evolves fairly smoothly and gradually,
a few calls of the CSP routine during a simulation are suf-
ficient. For the networks considered in this work, the over-
head of CSP is negligible in comparison to the cost of a
stochastic simulation (see results section). Below, we
demonstrate the potential of the CSP technique using sev-
eral examples and discuss the CPU of the CSP analysis for
the most complicated example.

¢. Evolution of the slow network

Once the QE PDF of the fast network has been obtained,
the slow network is evolved. Appendix A discusses various
approximations. The slow-scale approximation [13] evolves
the slow network using the slow-scale propensities as the
effective transition probabilities of the slow reactions. The

slow-scale propensity of reaction Ris is the expectation of

the propensity function, ajs (xf, x3), over the temporal QE

PDF given by

%(x) = Z P (x |x) FH (Xf ,x° ),

where the summation is performed over all the equilib-
rium states xf visited by the fast species [13]. Slow reac-
tions are picked and the elapsed time is computed the
same way as in the SSA.

After a slow reaction has been picked, the populations of
the species need to be updated. This is not as straightfor-
ward, and while critical, has been largely overlooked. A
rigorous way of picking slow reactions and subsequently
updating the slow network is based on a joint PDF [17]
(see Appendix A). In this work, we use the last state
present after the relaxation criterion (see section d) has
been met. In doing this, we minimize the computational
effort and also ensure that the fast state belongs to station-
ary PDF P_(xf| x). In some cases, the selected slow reac-
tion cannot be executed from some states of the fast
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species, e.g., a reactant species with zero population, even
though these states might be visited frequently [17]. Care
is taken that the chosen slow reaction can be executed
from that state by checking the feasibility of firing the cho-
sen slow reaction from the selected state. Failure to satisfy
this condition calls for additional simulation of the
relaxed fast network until the chosen slow reaction can
occur from the current state of fast species or selection
from a database of states from P_(xf | x). This eliminates
the problem of having negative populations.

d. Relaxation of the Fast Network

The next question is how does one gauge the relaxation of
the fast network and decide the time, tg,, required to
obtain an accurate approximation of the stationary PDF,

P_ (xf| x), or the slow-scale propensities, ajs (x) ?Eetal.

[20] decide 1, via an implicit relation to the deviation of

the numerical estimate of the slow-scale propensity from
its true value. Salis and Kaznessis [16] relax the fast net-

work for a user-defined number of MC events, MCE]fzqm .

A predetermined choice of g, or MCqum overlooks the

likelihood of the relaxation time varying with time, and
may make the multiscale simulation inaccurate and
potentially inefficient. Thus, we need a more generic relax-
ation criterion that decides the relaxation time (or
number of MC events) of the fast network on-the-fly. This
issue is addressed next.

The slow-scale propensity is the first moment (or mean)
of the propensity of the slow reaction, evaluated over the
entire stationary PDF P_(xf | x). In this work, we test con-
vergence of the slow-scale propensities rather than of the
entire PDF. We propose the 2 sample t-test to check for
convergence of the slow-scale propensities. The 2 sample
t-test is a commonly used statistical tool to verify with a
certain degree of confidence, if two independently drawn
samples of a random variable come from the same prob-
ability distribution. In the current context, the state of the

fast species (and also the propensity, ais (xfxs), of the slow

reaction) is the random variable, such that a sample of a
size p corresponds to p events of the fast network, with the
state at every fast event corresponding to one data point in
the sample. The t-statistic for a 2 sample t-test, assuming
unequal sample sizes, N; and N,, and unequal variances,

is given by

http://www.biomedcentral.com/1471-2105/8/175

Here a$

i| and O ]2‘ are, respectively, the mean and vari-
1

1
ance of the propensity ajs evaluated from N, = (w -

1)-MCE,;, MC events in the first (w-1) simulation win-

dows. ajs

and aiz ‘ are the mean and the variance of the
2 2

propensity a? from N, = MCE,,,, events in the wth (last)

window. We define a window as a short stochastic simu-
lation of the fast network, consisting of MCE,,;, fast MC
events. The slow-scale propensities are converged to a sta-
tionary value when

‘'win

Lo <ty <ty for all JeRY,

where £, is the value of the t-statistic for v degrees of
freedom and a significance level of 0/2. We use a signifi-
cance level, o = 0.05, in all the simulations shown in the
results section. v is evaluated as

I e T
ol s, s s

To simplify the implementation of the above test and to
avoid the recurring evaluation of the t,, ,,, we assume that
v > 40, and hence fix the critical value at ¢, ,= 1.96. Since
Lo/2,, increases with decreasing v, using t,,, = 1.96 in
cases where v < 40 imposes a more stringent criterion on
the relaxation, and hence can be used safely.

The accuracy of the multiscale method depends on the
convergence of the slow-scale propensities. For instance, if
the QE PDF is bimodal, then it is crucial that both the
branches be sufficiently sampled in evaluating the slow-
scale propensities. Also, it is possible that by pure chance,
the MCE,;, fast events in the first relaxation window do
not alter the populations of any fast species participating
in the slow network. So the t-test might falsely indicate
convergence of slow-scale propensities as a result of inad-
equate sampling. To avoid such a situation, we suggest
that the window length accounts for the size of, and the
separation of scales within, the fast network, to ensure
that all the fast reactions are adequately sampled.
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We propose that the relaxation time, computed via CSP,
should be used in conjunction with the relaxation time
estimated via the statistical one to ensure sufficient sam-
pling of QE state space. In general, we find good agree-
ment between the statistical and CSP relaxation methods
as detailed below in several numerical examples. In gen-
eral, one should relax the system for the longest of the two
times estimated by the CSP and the statistical criterion.
Convergence of bistable systems is interesting (and more
complex) as discussed in the results section.

The Hybrid Multiscale Monte Carlo (HyMSMC) Method
The new relaxation criterion discussed above enhances the
efficiency of the original MSMC method. There are two
other areas that can be exploited to further accelerate the
method: one is to execute multiple firings at each micro-
scopic time step and the other is to reduce the number of
evaluations of the QE PDF. One could reuse the same QE
PDF for a few consecutive coarse (macroscopic) time
steps, assuming that the occurrence of the slow events
does not significantly alter this PDF. This is reminiscent of
the t-leap (TL) methods [6-10], where the leap condition
allows one to perform multiple firings of the reactions in
a pre-selected leap time. The inherent assumption of the
TL methods is that the propensities remain unchanged in
the leap time, and hence one can approximate the number
of firings in the reaction channels using a Poisson [6,10]
or a binomial random variable [7,8]. While maintaining
the same QE PDF for a few coarse (macroscopic) time
steps can potentially result in substantial computational
savings, we need a criterion to indicate how long one
could maintain the same PDF without sacrificing accu-
racy. We address this question by using the framework of
the hybrid SSA-TL solver [11] to systematically coarse
grain the macroscopic solver in time. Since leaping the
slow reactions significantly moves the fast network away
from its QE, we also propose the hybrid SSA-TL method
[11] as the microsolver to speedup the relaxation of the
fast network at every coarse time step.

The t-leap solver [6-8], which temporally coarse-grains
the exact SSA, works well only in the limit of large popu-
lation [7,8,11]. At low population of the reactant species,
there is a risk of observing negative populations due to the
unbounded nature of the Poisson random variable. The
binomial t-leap methods [7,8] eliminate this problem,
but are not as accurate and efficient at low populations.
Recently, the hybrid SSA-TL method was introduced by
Cao et al. [11], primarily, to reduce the possibility of neg-
ative population of the Poisson t-leap solver. A similar
hybrid solver, the partitioned leaping method [12], which
combines the next reaction method [5] and the Poisson t-
leap method [6], was introduced by Harris and Clancy.
We incorporate the hybrid SSA-TL solver [11] into the
MSMC method as the macrosolver and the microsolver.

http://www.biomedcentral.com/1471-2105/8/175

This practically eliminates the likelihood of negative pop-
ulations while using the explicit Poisson TL method. We
call this method the hybrid multiscale Monte Carlo
(HyMSMC) method.

The overall concept of HyMSMC is depicted in Figure 1.
Integration of the hybrid solver with the multiscale frame-
work begins with classification of the fast (and the slow)

reactions into SSA reactions and TL reactions subset, R£S A

and R%L and (R and Rjy ), respectively. All reactions

whose reactant(s) population is less than some critical
population, X, are defined as SSA reactions [11]. We

have successfully used X_; = 10 in all simulations to

crit
obtain accurate results. In principle, the cost and accuracy

of the hybrid solver increases with X_;,, with the method

crit/
reducing to SSA for X_;, — o, and to a Poisson TL for X
= 0. Generating Poisson random numbers is more expen-
sive than generating uniform random numbers. As a
result, there is a X, value below which the hybrid solver
is more expensive than the SSA. This computational over-
head of the hybrid solver should be considered in decid-
ing the optimum X_;, that maximizes the efficiency of the

solution.

a. Hybrid Solver as the Microscopic Solver

The objective of using the hybrid solver as the microsolver
is to accelerate the relaxation of the fast network via a
coarser sampling of the QE state space of the fast species.
Only one reaction from the SSA reaction group is exe-
cuted. The average elapsed time until the occurrence of the

next fast reaction belonging to R?SA is evaluated as [11]

£ __ In(§)
(ST ——
3

jDRSSA
The hybrid solver executes multiple firings of the TL reac-
tions in a leap. The leap time is estimated using a leap cri-
terion that imposes an upper bound on the mean and the

variance of the change in the propensity in this leap time

[28]. To evaluate ‘L'{“L , we use the r-criterion (related to the

stability of the stochastic model) given by [7]
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The time increment tfis chosen as

Tf = mln{ T'fl;LlfgsA}

If ‘L'{*L = TéSA, we sample a single fast reaction (k}c =1)

from the subset RgS 4 such thatj is the smallest integer sat-

isfying

j
Z al 26,0 al.
i=1 iURgs

Here &, and &, are uniform random numbers, sampled

from the unit interval (0,1]. The number of firings, k}c of

a TL reaction ij € RIfL is sampled from a Poisson distri-

bution with mean aifrf

kjf = P(aifrf ),for alljDR%L.

If ‘L'%'L < T§SA then only the TL reactions are fired accord-
ing to Eq. (18).

b. Hybrid Solver as the Macroscopic Solver
Employing the hybrid solver as the macroscopic solver to
evolve the slow network replaces the instantaneous value
of propensities in the above Egs. with the slow-scale pro-
pensities. For completeness, the time increment used to
evolve the slow network is given by

T8 = rnin{ T%L,TESA}

where
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Cooog
s

e
(el
|
k=
@5
DT
OOOOO0OooOoOo.d

—sas
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If 7555 < 771, , we sample a single reaction (kj = 1) from

the subset Rgy , such that j is the smallest integer satisfy-

ing

i§2éﬂz;5
=

iCRgsa
The number of firings, kj, of a TL reaction R} e Ry is

sampled from a Poisson distribution with mean ajs A

K :p@afrs Hfor allj RS, .

If g > 7}y, only the TL reactions are executed accord-
ing to Eq. (23).

Algorithm Implementation

1. Initialize the system state X(t = 0) at time t = 0 and the
simulation parameters, such as the critical population
X iy the number of fast MC events, MCE,; ., for each relax-
ation window, the coarse graining factor, r, in the leap cri-
terion, the partitioning criterion, and the significance level
a of the statistical test used for the relaxation.

2. At the state X(t) = (xf,x8), evaluate the propensities of all
the reactions in the

network. Partition the reaction network into a fast and a
slow network, and the species into fast and slow species.

a. Microscopic Solver — Fast Network
3. Perform MCE,;, MC events of the fast network using
the hybrid SSA-TL solver. In each event,

a. Identify the SSA and the TL subsets in the fast network,
RgS 4 and R% , respectively, based on the populations of

the participating reactants;

b. Evaluate the time increment tfusing (14)-(16);

Page 8 of 23

(page number not for citation purposes)



BMC Bioinformatics 2007, 8:175

c. Execute k}c reactions, Rif € Rfusing (17) and (18);

d. Update the state of the fast

x o xf+ z kjfvifj forins/
OR!

species,

4. Evaluate the slow-scale propensities ais (see Appendix,
Eq. (4)).

5. If the convergence criterion (12) is satisfied and the
time is longer than the relaxation time predicted by CSP,
go to 6. Else, go to 3 and perform another MCE,,, fast
events using the hybrid solver.

b. Macroscopic Solver — Slow Network
6. Evolve the slow network using the hybrid SSA-TL solver:

a. Identify the TL and the SSA reactions subsets Ry; and

Rj; at the state (xf, x8);

b. Evaluate the time increment 5 using Egs. (19)-(21);

¢. Evaluate the number of firing kj' of R}, using Egs. (22)
and (23);

d. If any reaction st € Rs cannot be fired kis times, exe-
cute steps 3a-3d until state Xf = xfallows k]-S executions of

all reactions, st € Rs or pick a state from a database that

can be fired. Else go to 6e;

e. Update the state of all species,
n
Xj « Xj + Zklsvlsl foriOS.

1=1
f. Update the time t = t + 1.
7. 1f the desired time is reached, stop. Else, go to step 2.

Step 6d is performed to avoid negative populations that
may arise from using the stationary PDF to select the rep-
resentative state of the fast network (see discussion in sub-
section c above and Appendix A). Next we demonstrate
the strength of the HyMSMC algorithm with the help of
simple prototype examples. Real biochemical networks
are also considered to demonstrate the generality of the
approach to complex networks.

http://www.biomedcentral.com/1471-2105/8/175

Algorithm Testing

In each of the following examples, we demonstrate the
efficiency and accuracy of the proposed HyMSMC algo-
rithm. Simulations were performed on 2.40 GHz Intel®
Xeon(TM) processors. The relaxation of the fast network is
assessed with a relaxation tolerance, t,/,, = 1.96 (a =
0.05,0 > 40) and using windows of 25 MC events. The
hybrid solver uses a critical population of X_; = 10 and a
leap condition tolerance of r = 0.05. In all the examples
shown below, the method is accurate with this parameter
set. Each numerical example uniquely serves to highlight
other novelties of the new HyMSMC scheme.

a. Coupled Isomerization Reactions
The first reaction network consists of two pairs of reversi-
ble isomerization reactions, coupled through a common

species B
A Q@ﬂ B
-1
B Q[{i@ﬂ C.
-2

The above network is one of the simplest networks condu-
cive to QE treatment. The simplicity of this network
allows us to clearly demonstrate the key features of the
HyMSMC algorithm. It also clarifies the applicability and
adaptability of the algorithm to different levels of time-
scale and population-scale separation. The rate constants
are chosen such that the first reaction pair is much faster
than the second reaction pair, and thus it constitutes the
fast network. A four orders of magnitude time scale sepa-
ration exists between the partitioned networks. Based on
our definition, species A and B are the fast species and C
is the slow species.

Starting with an initial state X,(t = 0) = 1500, X(t = 0) =
X (t=0) = 0, we generate stochastic trajectories of network
(Al) using the exact SSA, the MSMC method, and the
HyMSMC method. As can be seen in Figure 3 and Figure
4, the multiscale methods correctly predict the temporal
evolution of the network. The HyMSMC trajectories in
Figure 3¢ and Figure 4c have been generated from states
recorded after the occurrence of every slow event, i.e., at
every macroscopic step, compared to every millionth MC
events in the SSA (Figure 3a and Figure 4a) trajectories.
Approximately, 1000 data points have been used to gen-
erate all the trajectories seen in Figure 3 and Figure 4. SSA
takes around 8 minutes for a single stochastic run from t
=0 to t = 10000 s. The MSMC run is completed in half a
minute, and the HyMSMC run, in a fraction of a second.
The speedup over the exact SSA is 16 and 320 using the
MSMC technique and the HyMSMC technique, respec-
tively. Using number of MC events as a metric, the spee-

Page 9 of 23

(page number not for citation purposes)



BMC Bioinformatics 2007, 8:175

1600
1400} (@)
£ 12001
< 1000
é? 8001
600§
400 | ‘ | |
0 2000 4000 6000 8000 10000
Time
1600
14001 (b)
£ 1200
<
< 10001
é? 800
600,
400 : : | :
2000 4000 6000 8000 10000
Time
1600
1400} (©)
& 12001
< 1000-|
g? 800
6004
400 | ‘ | :
0 2000 4000 6000 8000 10000
Time
Figure 3

Temporal trajectories of species A in network (Al).
The trajectories were generated using (a) the SSA, (b) the
MSMC method, and (c) the HyMSMC method. The parame-
ters are k; =k ;= 100 s-'and k, = k, = 0.0] s-' and the initial
state is X,(t = 0) = 1500, Xg(t =0) = X (t=0) =0.

dup of the MSMC and HyMSMC methods over the SSA is
~20 and 3600, respectively.

To compare the accuracy of the multiscale methods in a
systematic manner, we generate normalized histograms of
the states observed at time t = 50 s using 10000 trajecto-
ries. Figure 5 shows that the HyMSMC method accurately
captures the statistics of the process.

The above example clearly demonstrates the superiority of
the HyMSMC method over the MSMC method. The
strength of the hybrid scheme stems from its ability to
handle large populations that typically render SSA solvers
inefficient. The hybrid solver quickly relaxes the fast net-
work, even when the pre-relaxation state is far away from
the QE. The computational advantage of the hybrid
solver, over the SSA, in relaxing the fast network, is dem-
onstrated by comparing the convergence of the slow-scale
propensities in Figure 6. The QE PDF of the fast species B
is given by the binomial PDF, 8 (p,N), where p =k,/(k; +
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Figure 4

Temporal trajectories of species C in network (Al).
The trajectories were generated using (a) the SSA, (b) the
MSMC method, and (c) the HyMSMC method. The parame-
ters are those of Figure 3.

k) and N = (X, + X3). The slow-scale propensity of the

linear reaction, B — C, is analytically given by k2Np (see
dashed line in Figure 6).

Using this network as an example, we also studied the effi-
ciency of the MSMC and the HyMSMC methods as a func-
tion of population scales, at a constant time scale
separation. Studying the effect of population under over-
all equilibrium conditions ensures that the net speedup
corresponds to a specific average population. The popula-
tion scales were varied from O(1) to O(10°), and in each
case we ran the simulation until a certain time and moni-
tored the CPU time and the number of MC events
required to complete the run. The parameters in 5 cases
are presented in Table 1. The time scale separation is
maintained at around 104in all cases.

The cost of relaxing the faster network, gauged by the aver-
age number of relaxation events per slow event (Figure
7b), increases with increasing population. As a result, the
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Figure 5

Probability distribution function (PDF) of (a) species
A and (b) species C in network (Al). The PDFs were
generated at t = 50 s from 10000 trajectories using the SSA
(squares) and the HyMSMC method (dotted lines).The
parameters are those of Figure 3.

speedup of the MSMC method over the SSA decreases
with increasing population (see Figure 7a).

In contrast to the MSMC method, the speedup achieved
with the HyMSMC method improves with increasing pop-
ulation. At low populations, the HyMSMC speedup
approaches that of the MSMC technique, because the
hybrid solver reduces to the SSA at these population levels
that are below the critical population limit. At the other
extreme, as the population increases, the number of slow
events required to reach a certain time approaches 1 (see
Figure 7). As a result, the CPU time and the number of MC
events required to reach this end time reduce to the
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Comparison of relaxation times of the fast network
in network (Al). Evolution of the slow-scale propensity,

as , of reaction 3 in network (Al) before the occurrence of

the first slow event B — C, using the MSMC (dotted line)
and the HyMSMC (solid line) methods. The horizontal
dashed line shows the slow-scale propensity estimated via an
analytical description (binomial PDF) of the QE. A magnified
view of the initial period is shown in the inset to highlight the
rapid convergence of the slow-scale propensity using the
hybrid solver of the HyMSMC method. The parameters are

those of Figure 3.

requirements for one slow event. Thus, in the limit of high
population, the speedup of the HyMSMC over the exact
SSA tends to plateau off. By increasing the end time used
for the speedup measurement, say from 104s to 10°s, the
leveling of the HyMSMC speedup curve occurs at a higher
population (see Figure 7a). In theory, the speedup of the
HyMSMC method has a power law dependence on the

population scale.

Using the same network, we also studied the effect of net-

work stiffness on the speedup achieved at a constant pop-

ulation. The parameters used for this study are presented

in Table 2. The network stiffness is approximated by the
ratio of the rate constants, O(k,/k,), given that the popu-
lations of all species are in the same range (~500). Figure
8 shows that the acceleration achieved with both multi-
scale schemes has a power law dependence on stiffness.
The speedup of the HyMSMC method lies above that of
the MSMC method, highlighting the additional speedup
achieved through temporal coarse- graining. As the net-
work stiffness reduces to below 103, the speedup of the
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Table I: Rate constants and initial populations in system (Al)
used to maintain the time scale separation at ~O(104) as the

population X increases.

Initial Population

Fast Network k, = k_; (s°')

Slow Network

Xy = Xg = Xc = Xy/3 ky = k5(s)
5 104 1.0
50 103 10!
500 102 102
5000 10 103
50000 1.0 104

The rate constants have been proportionally scaled down with
increasing population to maintain the reaction propensities
approximately constant.

MSMC drops below unity, implying that the MSMC
method is more expensive than the SSA, and hence should
not be used. This is caused by the cost of the MSMC
method associated with relaxing the fast network. How-
ever, even with this small time-scale separation in the sys-
tem, the HyMSMC still gives a speedup of around 30 over
the SSA due to temporal coarse-graining.

Finally, we demonstrate the use of CSP to aid network par-
titioning. The deterministic dynamics of the coupled
isomerization network (Al) can be written as

dX 5
=—48 =X, vk, X
81 d 18A 14B
dx
29 :_dtB =k Xp —(kog +ky)Xp +kX¢
dX¢

=—= =k, Xg “k_,X.
83 dt 248B 248C

Since the system is linear in x, the Jacobian is time-invari-
ant, and thus its eigenvalues and eigenvectors do not
evolve with time. The eigenvalues of the Jacobian matrix
are Aq; = -200, A,, = -0.015, and A5 = 0. The relaxation
time of the fast network approximated from the largest in
magnitude eigenvalue, (~|5/A;;|~2.5 x 10-2), is consistent
with the time estimated from the statistical convergence
criterion over the course of a simulation (~ 2.5 x 102).
The corresponding eigenvectors are

007071 O 004083 0  [-0.57740
by = 5—0.7071 %b} = 50.4082 %b’; = 5—0.5774 S

H o H HosiesH  H0.5774H

and the inverse eigenvectors are
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Figure 7

Effect of population scales on the efficiency of the
MSMC and the HyMSMC methods. (a) Computational
acceleration over SSA achieved with the MSMC (dotted line)
and the HyMSMC (solid lines for two values of simulation
time, 104s and 105 s) methods, as a function of population
scales in network (Al). The speedup factor is evaluated as a
ratio of CPU time required for an equilibrium simulation of
time t, using the SSA and the multiscale schemes. The system
parameters used are given in Table |. (b) Number of slow
events (squares) and average number of fast relaxation
events per slow event (triangles) to complete a single run of
duration t as a function of population. The simulations were
performed with the MSMC method (open symbols) and the
HyMSMC method (filled symbols) using the parameters given
in Table I.

by = 7071 -0.7071 3-5X10_5E

b, =[0.4083 0.4083 -0.8165]
by =[-0.5774 -0.5774 -0.5774]
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Table 2: Rate constants versus network stiffness in system (Al).

Network Stiffness ~O(k,/k,) Slow Network k, = k,(s*!)

102 1.0
103 10!
104 102
105 10-3
106 104

k; =k ; =100 s"'and X, (t = 0) = X(t = 0) = X(t = 0) = 500 are used

in all 5 cases.
Based on the magnitude of the eigenvalues, mode 1 is the
fast mode. The participation indices of all the reactions in
the fast mode are evaluated using (9), and are shown in
Figure 9. At small times, when the QE approximation is
notyet valid, only reaction 1 is identified as a fast reaction.
Then, as the population of X;; builds up, the contribution
of reaction 2 to the fast mode increases, and eventually
reactions 1 and 2 contribute almost equally to the fast
mode. Thus, the partitioning of the networks with the CSP
analysis agrees with that based on the propensities.

b. A System with Bistability in the Fast Network

Bistability is a common feature of biological networks,
and thus, it is important that the approximate stochastic

10°

10*
103}
10?

10!}

Speedup over SSA

10°

107t

10-2 1 ! !
10? 10° 10* 10° 10°

Stiffness Factor

Figure 8

Effect of time-scale separation on the efficiency of
the MSMC and the HyMSMC methods. Computational
acceleration over SSA achieved with the MSMC method
(dotted line) and the HyMSMC method (solid line) as a func-
tion of time-scale separation in network (Al). The speedup
factor is evaluated as a ratio of CPU time required for an
equilibrium simulation until t = 10s using the SSA and the
multiscale methods. The parameters used are presented in
Table 2.
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Participation indices of reactions in the fast mode of
network (Al) as a function of time. The parameters are
those of Figure 3.

algorithms capture the correct dynamics of a bistable sys-
tem. One of the most studied examples of bistabilty is the
Schlogl model

The simplicity of this network makes it an ideal prototype
to study the validity of the algorithm in the presence of
bimodality. In the above network, we assume that species
X, and X, are in excess and act as buffering species. Conse-

quently, the population of species X, and X, can be com-
bined with the rate constants k; and k,, to give lumped
rate constants k] and k), respectively. The network can

be written as

' -1
2X Q@g 3X 5 k) =Xk, =144(molc -s) "}k =6(molc2 —s)
-1
Do x
-2

At equilibrium, the network displays a noise-induced
switching between the two stable steady states. A typical
differential equation solver will relax the above network
to either of its stable equilibrium states, depending on the

K, = X,k, =5000 molc/s;k, =1276571.
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initial state. The deterministic steady states can be
obtained by solving the cubic steady-state equation for X

dX KX(X-1) k4 X(X-1)(X-2 ,
dX _KIXX-D) kXX DX =2) g
dt 2 6

The reaction rates in (B3) are based on the discrete nature

of the reacting species. Solving (B3) for X gives X}Eqm =5,
X%qm =20and X%qm = 50 as the steady state solutions of

(B2) with X}Eqm and X%qm being stable and X%qm being

unstable. The equilibrium solution of the above steady
state rate equation, using a generic algebraic solver, such
as the Newton's method, depends on the initial guess.

The Schlogl model does not display any separation of
time scales. So to apply the hybrid multiscale scheme to
this example, the Schlogl model was coupled with a pair
of slow reversible isomerization reactions

. -1
2X Q@‘D 3X ; k| =X;k; =144(molc -s); K, =6(molc2 —s)
-1

@@ﬂx ;
-2

K, = X,k, = 5000 molc/s;k, =1276 5!
k3 =0.0005 s~} ;k_3 =0.0001s7!

Thus, in our example, the Schlogl model constitutes the
fast network, and the solution of Eq. (B3) is the determin-
istic QE solution of the fast network. The presence of
bimodality in the fast network introduces interesting fea-
tures in the transfer of information between the fast and
the slow networks. Figure 10a and Figure 10b show the
population trajectories for species X and Y, using the
HyMSMC method and the SSA, respectively. Visually, the
HyMSMC technique seems to capture the temporal
behavior of the network, including the bistability of the
species X. The SSA trajectory appears noisier than the
HyMSMC one because it records the numerous fast events
that are neglected in the HyMSMC plot. Only the states
observed at every coarse time step have been recorded in
the HyMSMC plot, compared to every 5 millionth point
in the SSA trajectory. Based on the CPU time required for
a single run, the HyMSMC and MSMC speedups over the
SSA are 9000 and 2800, respectively. Based on MC events,
the speedups are ~5000 and 600, respectively. As a result
of the moderate size of populations in the network, the
HyMSMC method has a rather marginal (~3 in CPU time
and ~5 in MC events) advantage over the MSMC method.

To assess the accuracy of the HyMSMC technique, we
compared the PDFs at 1000 s from 10000 trajectories,
with those of the SSA. As was mentioned earlier, by select-
ing the last state at convergence as the representative state
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Figure 10

Temporal trajectories of species X (solid line) and
species Y (dashed line) in network (B4). The simulation
was performed using the HyMSMC method (a) and the SSA
(b), with X(t = 0) = 10 and Y(t = 0) = 100 as the starting
state.

at the macroscopic time step, we are implicitly selecting
the fast state from the frequency PDF (see Appendix A)
present at that macroscopic time. For an accurate histo-
gram of the fast species at any time, their states need to be
sampled from the temporal PDF (see Appendix A) at any
state of the slow network. In most cases, sampling from
the frequency PDF does not cause any noticeable errors in
the histogram of the fast species. However, these sam-
pling-induced discrepancies surface in circumstances
involving low populations and/or multimodality. This
network exemplifies such a situation. Even though the sta-
tistics of the slow species Y is correctly captured (open tri-
angles in Figure 11b), there is a distinct mismatch with the
SSA results for the fast species (see filled triangles in Figure
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11a). It is possible to obtain the correct probabilistic
information of the fast network at any time, provided the
slow network has been evolved correctly. To demonstrate
this, we performed additional sampling of the fast net-
work to obtain the temporal PDF. We then compute the
average of the temporal PDFs at 1000 s using 10000 tra-
jectories to account for the joint probability of observing
a slow state, x%, and the relaxed PDF, PDF (x3), of the fast
species at that slow state. Using this simple procedure, the
PDFs of both the species match with those obtained using
the SSA (see Figure 11 a, open triangles). This corrobo-
rates the fact that QE information of the fast network is
embedded in the evolution of the slow species, and can be
extracted by sufficient time-average sampling when
needed. Usually, we do not have an a priori knowledge of
the differences between the temporal and the frequency
PDFs. Therefore, we propose that only the temporal PDF
should be used.

We further illustrate the role of the correlations of the fast
network, in the evolution of the slow network. In the
slow-scale SSA (SS-SSA), Cao et al. [13] used the mean-
field approximation of the relaxed fast network to evalu-
ate the slow-scale propensity. In the present example, the
fast network has 3 steady-state solutions that are inde-
pendent of the slow network, due to the buffering species
in the Schlogl model. As a result, the deterministic equi-
librium solutions, X, of the fast network are the same
at every slow step. Assuming that the same initial guess is
given to the solver at every macroscopic time step, the bist-
ability of the fast species will not be identified by the SS-
SSA. This error creeps into the slow species evolution too.
This can be seen in Figure 11b (filled symbols), where
using Xpqy = 5 01 X = 50 to evaluate the slow-scale pro-
pensities in the SS-SSA results in a wrong PDF of the slow
species. This example emphasizes the need for accurate
transfer of information (stochastic closure) between
scales, and the failure of the mean-field approximation of
the slow-scale propensities for bistable systems.

The CSP analysis is based on the analytical Jacobian of the
following set of ODEs

_dX _KX(X-1) _ ko X(X-1)(X-2)

g1 m 5 S +k5 —k X —ksX +k_3Y
dy
=— =k3X -k_3Y.
82 dt 3 3

The two eigenvalues are well separated, indicative of a sig-
nificant scale separation in the network. Specifically, |A,,|
is~104and |A,,| fluctuates between negative and positive
values (this is characteristic of sampling states from the
unstable attractor as the system transitions from one
branch to the other) but is of the order of 102-103. The
temporal profile of the participation indices in the fast
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Probability distribution function (PDF) of species X
and species Y in network (B4). (a) PDF of species X using
the SSA (solid line) and the HyMSMC method (triangles),
generated at 1000 s using 10000 trajectories. The PDFs of
the HyMSMC method were generated at 1000 s, using tem-
poral averaging for 0.1 s followed by ensemble average (open
triangles) and without temporal sampling (just ensemble
average; filled triangles). (b) Corresponding PDF of species Y
in network (B4) generated using the SSA (solid line) and the
HyMSMC (open symbols) and the slow-scale SSA (SS-SSA)
[13] (filled symbols) methods. The SS-SSA method uses the
mean-field approximation of the fast network to evaluate the
slow-scale propensities. The PDFs were generated using X
=5 (filled squares) and X = 50 (filled triangles) as the quasi-
equilibrium solution of fast network (B2)-(B4). See text for a
detailed explanation.
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Participation indices in the fast mode versus time, for
reactions 1-6 in network (B4). The inset shows the com-
bined participation indices of reactions 1—4, and of reactions
5 and 6 as a function of time.

mode is presented in Figure 12. The combined participa-
tion of reactions 5 and 6 is negligible at all times. The indi-
vidual contribution of reactions 1 to 4 fluctuates a lot, but
their combined participation to the fast mode equals ~1,
see inset in Figure 12, implying that the fast mode is com-
prised of the first four reactions. Thus, the partitioning of
the two methods (propensity and CSP based) is consist-
ent.

Assessment of convergence in this bistable system is more
complicated. The relaxation time estimated via CSP pro-
vides the time needed to sample a branch. For bistable sys-
tems, aside from two relaxation times, there is also a time
scale related to the (residence) time the system stays in a
branch. In order to adequately sample both branches, one
needs to simulate the system for times longer than all
three time scales. The mean residence time of the fast net-
work was estimated to be ~0.01 s on the higher branch (X
~50) and ~0.04 s on the lower branch (X ~5). The relaxa-
tion time of the fast network based on magnitude of the
eigenvalues lies in the range O(10-2)-O(10-3). Thus, in this
case, due to the comparable magnitude of residence times
and relaxation times, the relaxation time based on the
largest in magnitude eigenvalue gives a reasonable esti-
mate of the sampling time of the fast network. In our sim-
ulation, we simulated the fast network for an additional
0.1 s, which was decided as a multiple of the sum of the
residence times on each of the bifurcation branches.

c. Gene Expression Model: Bistability in the Slow Network
Having established the benefits of the algorithms with
simple networks, we focus on real biological networks.

http://www.biomedcentral.com/1471-2105/8/175
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Figure 13

Population trajectories of the protein species in net-
work (C1). The trajectories were generated using (a) the
HyMSMC method and (b) the SSA. The simulation was per-
formed using k, = 100 (molc-s)-!, k ;= 100 s°!, k, = 0.15
(molc-s) -\, k,=1.5s1, ky=50s"',k,=1000s"', ks= 1 s
and an initial state Xy(t = 0) = 50, Xp(t =0) =0, Xyo(t =0) =
I and Xg,(t=0) = 0.

The positive feedback-regulated gene expression model
proposed in the work of Kepler and Elston [1] mathemat-
ically proved that fluctuations between operator states are
a potential source of stochasticity in the level of translated
protein, even at high mean populations. The gene expres-
sion model used by Kepler and Elston is an excellent bio-
logical example of "multiscales plaguing stochastic
simulation". Unlike the previous example where the bist-
ability was present in the fast network, in this gene expres-
sion model, the bistability is rooted in the slow network,
and propagates to the fast network.

In the gene expression model shown below, the dimerized
form, D, of the gene product, M, activates the gene in a
positive feedback manner, by binding its operator site.
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The separation of scales comes about because the dimeri-
zation reaction and its reverse reaction proceed at a much
faster rate than the remaining reactions in the network.
Hence, in the simulations performed using the exact SSA,
most of the simulation time is spent firing the first set of
reversible reactions. In simulating 1000 seconds of real
time, the HyMSMC algorithm accelerates the simulation
by a factor of 140, based on CPU times, and by a factor of
400, based on the number of MC events. The trajectories
for the gene product, M, and its dimer, D, are in good vis-
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Figure 14

Population trajectories of the dimer species in net-
work (C1). The trajectories were generated using (a) the
HyMSMC method and (b) the SSA. The parameters are those
of Figure 14.

http://www.biomedcentral.com/1471-2105/8/175

ual agreement with those generated using the SSA, as
shown in Figure 13 and Figure 14.

PDFs generated at t = 10 s using the HyMSMC method are
in excellent agreement with those of the exact SSA (Figure
15). The low population of the dimer exemplifies a situa-
tion where the temporal PDF of the fast network is differ-
ent from the frequency PDF. As a result, the PDF of the
dimer species, generated using the HyMSMC method is in
disagreement with the SSA PDF at low population states.
However, sampling (t,,,,,=0.001 s) the fast network at 10

samp
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Figure 15

Probability distribution function (PDF) of the (a) pro-
tein and the (b) dimer species in network (Cl). The
PDFs were generated at t = 10 s from 100000 SSA (circles)
trajectories and 10000 HyMSMC (solid line) trajectories. The
inset in (b) shows a magnified view of the PDF of the dimer
species at low population. The parameters are those of Fig-
ure 4.
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Probability distribution function (PDF) of the life
times of (a) 6,= 1, 0, = 0 state and (b) 6,=0,0,= |
state. The PDFs were generated using the HyMSMC method

(open squares) and the SSA (dashed line). The parameters
are those of Figure 14.

s to collect the temporal PDF, followed by the ensemble

average eliminates this discrepancy (see inset in Figure
15b).

As an additional test of accuracy of the HyMSMC method,
we compared the distributions of the life-time of the states
of the gene (6,= 0 and 6, = 1) obtained from a single equi-
librium run of the HyMSMC method and the SSA. Figure

16 shows that the HyMSMC method correctly captures the
PDF of life time of both states.
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Figure 17

Participation index (PI) of reactions in the fast modes
of network (C1) as a function of time. The inset shows
that the combined Pl of reactions | and 2 almost equals |.

Finally, the CSP-analysis shows that there is one predom-
inant eigenvalue (|A;;| ~10°) at all times, implying the
presence of one fast mode. The microsolver relaxes the fast
network in ~10- time units based on the statistical crite-
rion, which is greater than the eigenvalue-based relaxation
time of 5 x 10-6, implying that our statistical relaxation cri-
terion is more conservative and dominates convergence in
this example. The contribution of the reactions to the fast
mode is shown in Figure 17. The fast mode almost com-
pletely consists of reactions 1 and 2 (see inset in Figure
17). However, the contribution of reaction 2 drops to zero
when the D = 0 state is encountered. In such a situation,
the CSP-identified fast network will consist of only reac-
tion 1. Even the rank based partitioning faces similar
problems in such a situation. One way to tackle the prob-
lem is to base the partitioning of the network on average
propensity values evaluated from a few (depending on
network size) MC events. These averaged propensities
could effectively be used to perform the CSP analysis.

d. Heat Shock Response (HSR) Model

As a final example, we apply the algorithm to the heat
shock response model in E. Coli. On sensing high temper-
ature, the cell triggers off a network of biochemical reac-
tions at the genetic and cytoplasmic level to prevent or
reduce protein denaturation caused by elevated tempera-
tures. The physiological behavior resulting from these
reactions is termed the heat shock response (HSR). Taka-
hashi et al. [29] and E et al. [20] used a modified version
of the HSR model as an example of a biological network
with multiple time scales. The biochemical reactions con-
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Table 3: Reaction network of the heat shock response model.

http://www.biomedcentral.com/1471-2105/8/175

RxnNo. Reactions Rate const Reaction Type
| Protein — UnfProt 0.2 Unfolding
2 UnfProt + DnaJ — UnfProt:Dnal 0.0108 Association
3 UnfProt:DnaJ — Protein + Dnaj 0.2 Dissociation/Folding
4 DNA(c32) > mRNA(c32) 1.40E-03 Transcription
5 mRNA(c32) — 632 0.07 Translation
6 mRNA(c32) — degrades 1.40E-06 Degradation
7 632 = 032znap 0.7 Conformational
8 G32pnap — 032 1.3E-01 Conformational
9 DNA(Dna)) + 6323 ap = DNA(DnaJ) + 632 + Dna 4.88E-03 Transcription combined with Translation
10 DNA(FtsH) + 6323 yap = DNA(FtsH) + 632 + FtsH 4.88E-03
I DNA(GroEL) + 6323ap = DNA(GroEL) + 632 + GroEL 6.29E-03
12 DnaJ — degrades 6.40E-10 Degradation
13 FtsH — degrades 7.40E-11
14 GroEL — degrades 1.80E-08
15 632 + Dna) - ©32:Dna 3.62E-04 Association
16 632:DnaJ - 632 + Dna) 4.40E-04 Dissociation
17 FtsH + 32:DnaJ — Dna) + FtsH 1.42E-06

The units of stochastic rate constants are s-! for Ist-order reactions and (molecule-s)-! for 2nd-order reactions. DNA(X) and mRNA(X) correspond
to DNA sequence and mRNA transcripts, respectively, for species X. DNA (or mRNA) molecules do not get consumed in the transcription (or
translation) reactions, but simply provide a template for mRNA (or protein) formation.

stituting the HSR model are presented in Table 3. A large
separation of time scales is present in this network, with
the first 3 reactions shown in Table 3 being around six
orders of magnitude faster than the rest. We applied the
HyMSMC scheme to the HSR network.

The transient behavior of the network is captured accu-
rately using the HyMSMGC, as can be seen in Figure 18 and
Figure 19 which compares trajectories of two species with
those of the SSA. Species 632 and DnaJ were chosen from
the fast and slow network, respectively, to demonstrate
the accuracy of the algorithm at all scales. Using the
HyMSMC method requires 6 s (7 x 10> MC events) to
reach t = 300, compared to 1200 s (9 x 108MC events)
required by SSA, thus accelerating the simulation by a fac-
tor of 200 (1000 based on MC events). As a test of accu-
racy, the normalized histograms of states at t = 1 s from
1000 trajectories were generated. The results are in good
agreement, as shown in Figure 20. The algorithm accu-
rately captures the noise of species 032 despite the low
population involved (see Figure 20b).

The CSP analysis identifies one fast mode in the HSR net-
work, whose eigenvalue is 3 orders of magnitude larger
than the next fastest mode. The relaxation time estimated
from the eigenvalues (~2.5 x 10-3) is in good agreement
with the one based on the statistical convergence criterion
(order of ~1.2 x 10-3). The temporal profile of the partici-
pation indices, shown in Figure 21, identifies the first 3
reactions in the network as the fast reactions that contrib-
ute the most to the fastest mode. The combined participa-
tion index of reactions 4 to 17 is negligible compared to

the participation index of reactions 1 to 3. Thus, reactions
4-17 are the slow reactions. Figure 21 also shows that for
the time considered, the network partitioning is main-
tained. Thus, even for a moderately large network, the CSP
method offers a systematic method to partition the net-
work. For the HSR model, the CSP analysis increased the
CPU cost of the HYMSMC method by less than 4%. Thus,
for the largest network simulated in this paper, the CPU
overhead of the CSP-assisted partitioning method is neg-
ligible.

Conclusion

In this paper, we have presented a hybrid, multiscale
Monte Carlo (HyMSMC) algorithm that can simultane-
ously handle disparity of timescales and species popula-
tion in well-mixed stochastic networks. The HyMSMC
method uses a hybrid SSA-i-leap method [28] as the
microscopic and the macroscopic solvers, and employs
stochastic singular perturbation concepts when time scale
separation exists. As a result, it is able to systematically
exploit large populations in the fast and/or slow networks
to accelerate stochastic simulations without losing accu-
racy. Importantly, the absence of a priori assumptions
about the scales in the network makes the HyMSMC
method applicable over a wide range of the population
and time-scale separation. Consequently, the HyMSMC
method can switch between the exact SSA [3,4], the t-leap
[6], or the MSMC [17] method in a dynamic manner,
depending on the instantaneous timescales and popula-
tions in the network.
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Figure 18

Temporal profile of species 532 in the heat shock
response model. Simulations were performed using (a) the
HyMSMC method and (b) the SSA. The parameters are given
in Table 3.

The superiority of the HyMSMC method over the original
MSMC method [17] and the SSA [3,4] was demonstrated
using various examples, including two networks display-
ing bistability. The core of most multiscale algorithms is
the closures between scales, which strongly influence
accuracy. Using the Schlogl model and a simple gene
expression model, we showed that the closures used in the
HyMSMC method accurately capture the bimodality in
the fast and the slow networks.

A second contribution of this paper is the stochastic parti-
tioning and convergence that have not extensively been
discussed in previous work. We introduced the computa-
tional singular perturbation (CSP) technique [25,26] as a
diagnostic tool to systematically identify the fast and the
slow networks. In all examples, CSP was able to correctly
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Figure 19

Temporal profile of species Dnaj in the heat shock
response model. The trajectories were obtained using (a)
the HyMSMC method and (b) the SSA. The parameters are
given in Table 3.

partition the network and provide estimates of relaxation
time for converging the fast network. This latter use of
eigenvalues in conjunction with statistical tests is strongly
recommended in order to eliminate numerical artifacts of
the latter. The computational overhead associated with
the evaluation of the Jacobian matrix and the eigenvalue
analysis has been small for the examples studied here.
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Normalized histograms of species in the heat shock
response model. The normalized histograms for (a) 532and
(b) DnaJ at time t = | s were obtained by using 1000 trajec-
tories generated with the SSA (symbols) and the HyMSMC
(bars).

Appendix A: Evaluation of PDFs and Slow Scale

Propensities

Calculation of PDFs

Once a network has been partitioned, one needs to relax
the fast sub-network (microscopic solver) until the stochas-
tic low-dimensional manifold has been reached, then
compute the QE PDF of the fast network, and subse-
quently use it to evolve the slow network. In our original
MSMC method [17], this was accomplished using the SSA
but this can also be done with the t-leap method. We
compute the time-averaged PDF of the fast states

f
At
P, (Xf | x) = ,
TEqm
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Participation indices of reactions in heat shock response
model (Table 3) to the fast mode as a function of time.

where Atfis the total life time of the state xfin an equilib-

rium simulation of the fast network for time

TEqm = Z A, given that the slow system is at state xs.

We obtain Atf by monitoring the life-time of states
accessed once at equilibrium.

In the literature, it is common to generate a PDF based on
the frequency of observing a state

f
Poo (X |X) = &
MCEggn

Here, MCEfis the number of times a state xfis observed in
an equilibrium simulation of MCE_,, MC events of the
fast network. We refer to the PDFs based on the life-time
of states (Eq. (1)) and frequency of states (Eq. (2)) as the
temporal and frequency PDF, respectively. In most cases,
the frequency and temporal PDFs are practically the same.
However, differences arise when the QE PDFs are multi-
modal and/or when low populations are encountered, as
was shown in Ref. [17]. Numerical examples of this paper
further indicate that the frequency PDF method can result
in erroneous results in such cases, so we strongly recom-
mend the use of the temporal PDF.

Calculation of Slow-Scale Propensities

The propensity function of the slow reaction R; , given by

ajs (xf,xs), is a function of the states of the slow and the fast
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species. Thus, the distribution of Xf results in a distribu-
tion of aj (x/,x’) forallj e Rj.The transition probabilities

used to evolve the slow network should be projected onto
the QE PDF of the fast network. In Ref. [17], we under-
scored that the most rigorous way of evolving the slow
processes should be based on a joint PDF that accounts
for the life time of various fast states along with the rate at
which these states are being changed by slow processes.

. . S
Evaluating the first moment of the propensity, a; (xfxs),

over the temporal QE PDF, P_(xf | x), is a simpler way to
assimilate the stochastic QE description into the dynamics
of the slow network [13]. The SS-SSA [13] uses an analyt-
ical expression of QE-PDF to evaluate Eq. (10), which
restricts the applicability of the algorithm to simple net-
works. Alternatively, it uses a deterministic, steady-state
solution of the fast network to evaluate the slow-scale pro-
pensities. As correctly pointed out by Cao et al. [13], this
mean-field approach neglects the correlation in the sto-
chastic QE and is accurate at large populations only. In a
numerical example, we show that the mean-field
approach also fails when the fast network has multiple
steady states. Other stochastic multiscale methods
[16,17,20], which employ the slow-scale approximation,
obtain the slow-scale propensities via a numerical approx-
imation, and are, therefore, more general than the SS-SSA,
at the expense, of course, of increased computational cost.

Here, we follow Ref. [20] and numerically compute the
average propensities instead of the entire PDF. However,
we ensure that the state we pick to fire from can indeed be
fired, i.e., no negative populations arise (see also main
text). This approach effectively accounts for the joint PDF
approach of Ref. [17]. More specifically, the slow-scale
propensity of each slow reaction can be evaluated as

Atf' &js (xf’ x5 )

aj(x) =% , forj=1,2,..,m*
TEqm

Eq. (3) can be rewritten as follows

MCEf

ram f s
m)
> (T i,

- &
aj(x) =

, forj=1,2,..,m*

TEqm

where MCqum is the number of MC events executed by

the microscopic solver to simulate time (after relaxation has
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f
MCEf .
Z 7, of the quasi- equili-
p=l1

been achieved) 7pym =

is the time increment in the pth

brated fast network. 7' ‘
p

MC event, and ajs ‘ is the propensity of the jth slow reac-
p
tion before the occurrence of the pth MC event.
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