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During much of sleep, cortical neurons undergo near-synchronous
slow oscillation cycles in membrane potential, which give rise to
the largest spontaneous waves observed in the normal electroen-
cephalogram (EEG). Slow oscillations underlie characteristic fea-
tures of the sleep EEG, such as slow waves and spindles. Here we
show that, in sleeping subjects, slow waves and spindles can be
triggered noninvasively and reliably by transcranial magnetic stim-
ulation (TMS). With appropriate stimulation parameters, each TMS
pulse at <1 Hz evokes an individual, high-amplitude slow wave
that originates under the coil and spreads over the cortex. TMS
triggering of slow waves reveals intrinsic bistability in thalamo-
cortical networks during non-rapid eye movement sleep. More-
over, evoked slow waves lead to a deepening of sleep and to an
increase in EEG slow-wave activity (0.5–4.5 Hz), which is thought
to play a role in brain restoration and memory consolidation.

consciousness � electroencephalogram � slow oscillation � bistability �
perturbation

During non-rapid eye movement (NREM) sleep, the mem-
brane potential of cortical neurons alternates between a

depolarized up-state and a hyperpolarized down-state every
second or so (1, 2). When these oscillations are near-synchronous
and involve the majority of the cortex, they are readily visible in
the electroencephalogram (EEG) as slow waves of large ampli-
tude, often exceeding 100 �V, which constitute the largest
electrical potential produced by the brain under normal condi-
tions. Slow oscillations (SOs) originate locally and expand over
the cortex as traveling waves that repeat several hundred times
every night (3). The alternation of up- and down-states in
cortical neurons is thought to be involved in memory consoli-
dation (4, 5), synaptic homeostasis (6), and the restorative
function of sleep (7, 8), so the ability to trigger slow waves
reliably could have important applications.

During sleep, SO-like events (K-complexes) can indeed be
evoked by auditory and other sensory stimuli (9, 10), but the
triggering is sporadic and often accompanied by the subsequent
suppression of endogenous slow waves and possible awakening.
In animals, SOs have occasionally been elicited by direct elec-
trical stimulation of the cortex under sleep-like anesthesia (11).
We therefore asked whether it is possible to trigger slow waves
noninvasively in humans by focally perturbing the sleeping cortex
using transcranial magnetic stimulation (TMS).

Results
Each TMS Pulse Triggers a Slow Wave That Resembles a Spontaneous
One. We recorded the EEG response to TMS by means of a
60-channel TMS-compatible amplifier (12). At the beginning of
the sleep period we applied TMS at different intensities and at
various cortical sites to identify the optimal stimulation param-
eters for the triggering of slow waves. An MRI-guided navigation
system was used to calculate in real time the strength and
location of the electric field induced on the surface of the brain
of six subjects (see Methods). Once optimal stimulation param-
eters had been identified, TMS was applied in blocks of 40

stimuli at �0.8 Hz (TMS-ON), separated by control periods of
1 min (TMS-OFF).

Fig. 1A shows a typical example of the results obtained after
the site and intensity of the stimulation had been optimized: the
very first TMS pulse in the TMS-ON sequence triggered a single
slow wave of high amplitude (�80 �V), contrasting sharply with
the lower amplitude waves of the preceding EEG; moreover,
each of the following TMS pulses reliably triggered another slow
wave with the same characteristics. In all subjects the EEG
promptly returned to background level after cessation of the
stimulation, indicating that no abnormal seizure-like activity had
been induced. The spontaneous EEG pattern of light NREM
sleep during TMS-OFF periods was replaced, during each
TMS-ON period, by a pattern resembling the deepest NREM
sleep as observed, for instance, during recovery from sleep
deprivation (13). When the recordings were scored according to
standard criteria (14) by investigators blind to the TMS procedure,
TMS-ON periods were systematically classified as stage 4 sleep,
whereas TMS-OFF epochs were mostly classified as stage 2.

We asked whether the slow waves evoked by TMS represent
genuine sleep SOs. First, spontaneous SOs recorded from the
scalp of humans are identified based on period-amplitude cri-
teria (negative peak amplitude of at least 80 �V and half-wave
duration between 0.125 and 1 s): TMS-evoked waves matched
these criteria and had a similar shape (Fig. 1B). Second, as
demonstrated by animal and human studies (15, 16), the up-state
of the SO, corresponding to the surface-positive portion of the
wave, can trigger and group thalamic spindles (a waxing–waning
oscillation at �12–15 Hz): similarly, the positive portion of the
TMS-evoked wave was associated with a significant increase in
spindle amplitude (Fig. 1C). Third, spontaneous sleep slow
waves behave as traveling waves that spread smoothly over wide
regions of the scalp (3): the negative peak of the waves triggered
by TMS displayed a topographic delay gradient similar to the one
of spontaneous slow waves (Fig. 1D). In summary, each TMS
pulse triggered an individual slow wave that, like spontaneous
sleep slow waves, had high amplitude and long duration, en-
trained thalamic spindles, and spread over the scalp. However,
unlike spontaneous SOs, which can originate at many different
sites over the cortical surface, TMS-induced slow waves predict-
ably originated in a restricted area under the stimulating coil
(Fig. 1E). Unlike K-complexes (SOs that are sporadically in-
duced by peripheral stimuli and are gated by subcortical mech-
anisms), TMS-evoked slow waves, being produced by direct

Author contributions: M. Massimini and G.T. designed research; M. Massimini, F.F., S.K.E.,
B.A.R., R.H., M. Murphy, and M.J.P. performed research; M. Massimini and F.F. analyzed
data; and M. Massimini and G.T. wrote the paper.

The authors declare no conflict of interest.

Abbreviations: TMS, transcranial magnetic stimulation; NREM, non-rapid eye movement;
EEG, electroencephalogram; SWA, slow-wave activity; SO, slow oscillation.

‡To whom correspondence should be addressed. E-mail: gtononi@wisc.edu.

This article contains supporting information online at www.pnas.org/cgi/content/full/
0702495104/DC1.

© 2007 by The National Academy of Sciences of the USA

8496–8501 � PNAS � May 15, 2007 � vol. 104 � no. 20 www.pnas.org�cgi�doi�10.1073�pnas.0702495104

http://www.pnas.org/cgi/content/full/0702495104/DC1
http://www.pnas.org/cgi/content/full/0702495104/DC1


cortical stimulation, had much shorter latencies (�300 ms less)
(Fig. 1F) and could be evoked reliably by each and every stimulus
(triggering probability: 0.95).

TMS Triggering of Slow Waves Is State-Dependent. Regardless of
stimulation site and intensity, TMS pulses that evoked slow
waves during NREM could not do so during wakefulness. Fig. 2A
shows single-trial responses recorded from one channel (Cz)
during a transition from NREM sleep to wakefulness. During
sleep, the initial activations evolved into the large negative–
positive sequence characteristic of the SO. Shortly before overt
EEG awakening, the large negative wave disappeared. As shown
in Fig. 2B, the full-blown negative wave was present in NREM
stages 2, 3, and 4, was much reduced during the transitional stage
1, and disappeared completely during wakefulness.

TMS Triggering of Slow Waves Is Dose- and Site-Dependent. As shown
in Fig. 3, we systematically probed the ability of TMS to evoke
a slow wave by stimulating, at four increasing intensities, four
midline cortical sites along the posterior–anterior axis. In all
subjects, full-blown SOs could be elicited reliably when stimu-
lating the scalp area overlying sensorimotor cortex. Posterior
parietal sites were less effective, and anterior sites, such as rostral
premotor cortex, were least effective. However, we could not
probe orbitofrontal, temporal, and occipital sites without caus-
ing scalp muscle activation. The intensity required to trigger
full-f ledged slow waves over sensorimotor cortex varied across
subjects between 65% and 85% of maximal stimulator output,
corresponding to a maximal electric field of 150–180 V/m on the
cortical surface; lower intensities proved less effective or inef-
fective. The intensity of the field (calculated based on distance
from the scalp) did not differ appreciably between effective and
less effective regions (data not shown). The triggering of slow
waves could be obtained reliably also at frequencies �0.8 Hz;
frequencies �1 Hz were not explored.

Fig. 1. TMS during sleep triggers slow waves that resemble spontaneously
occurring ones. (A Upper) The signal recorded from a channel (Cz) located
under the stimulator during two TMS-ON blocks over a background of spon-
taneous NREM sleep (single-subject data). Each TMS-ON block consisted of 40
stimuli at �0.8 Hz. The stimulation site (hot spot) is marked by a red cross on
the cortical surface. The red highlighted sections show the slow waves trig-
gered at the beginning and at the end of one block. Spontaneously occurring
slow waves recorded from the same subject a few minutes later are depicted
in the blue highlighted section. (B) TMS-evoked and spontaneous slow waves,
recorded from all channels, were detected based on period-amplitude criteria
and averaged on the negative peak. TMS-evoked and spontaneous slow
waves had similar shape. (C) The average signal recorded from Cz was band-
pass filtered (0.25–4 Hz) in the top trace. In the middle and bottom traces the
corresponding single trials were filtered in the spindles frequency range
(12–15 Hz) and rectified (rms). The positive wave of the TMS-evoked slow wave
was associated with an increase in spindle amplitude. (D) The delay gradient
of the negative peak is shown for a single TMS-evoked slow wave (Upper) and
for a single spontaneous slow wave (Lower). The red dot marks the location of
the channel with delay � 0 (origin). The blue lines starting from the origin
represent the streamlines calculated on the vector field of delays. TMS-evoked
slow waves, like spontaneous ones, spread on the scalp as traveling waves. (E)
The probability of each electrode being the origin of a traveling wave is shown
for both TMS-evoked and spontaneous slow waves. TMS-evoked slow waves
originated more frequently from the area underlying the stimulator. (F)
TMS-evoked slow waves and auditory evoked K-complexes, recorded from all
channels, were detected based on period-amplitude criteria and averaged.
The value indicates the probability of evoking a slow wave with TMS and
auditory stimulation at 0.8 Hz. Unlike TMS, auditory stimuli triggered slow
waves unreliably and with an �300-ms delay.

Fig. 2. TMS triggering of slow waves is state-specific. (A) TMS-evoked
single-trial responses during a transition from NREM sleep to wakefulness.
MO, maximal stimulator output. Voltage is color-coded (red, positive; blue,
negative). During NREM sleep, each TMS pulse triggered a slow wave (prom-
inent negative deflection followed by a positive rebound). Awakening was
associated with the sudden disappearance of the slow wave response, which
was replaced by low-amplitude, fast-frequency components. (B) Average
TMS-evoked potential recorded from Cz during different states of vigilance in
a single subject. TMS evoked slow waves resembling high-amplitude sponta-
neous slow waves only during sleep stages 2, 3, and 4.
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TMS Triggers Local, or Global, Slow Waves During Sleep and a
Differentiated Response During Wakefulness. Fig. 4 A–C and A�–C�
show the averaged traces, the scalp potentials, and the cortical
currents induced by TMS delivered in two different cortical areas
during NREM sleep. A lateral stimulation site, corresponding to
dorsal premotor cortex, is compared with the triggering hot spot
overlying sensorimotor cortex. Note how the anterior stimula-
tion site produced a prominent positive component, followed by
a small negative wave (Fig. 4A); cortical currents remained local
until they dissipated gradually (Fig. 4 B and C). The sensorimo-
tor stimulation site produced initially a similar response, but this
was soon followed by a large-amplitude negative wave (Fig. 4A�).
The current maps, obtained by using a realistic head model and
L2 Norm, shows a maximum at the stimulation site, which soon
spread broadly over the surrounding cortex in an oil-spot manner
(Fig. 4 B� and C�). During wakefulness TMS, delivered at the
same intensity and target, evoked instead a low-amplitude,
complex wave shape that was associated with a differentiated
pattern of long-range cortical activation (Fig. 4 A�–C�) (17).

TMS Triggering of Slow Waves Leads to a Marked Increase of Slow-
Wave Activity (SWA). SOs are thought to underlie EEG SWA
(0.5–4.5 Hz) (18), a reliable indicator of sleep need that is
thought to mediate the restorative function of NREM sleep (6,
8). We therefore asked whether the repeated induction of
individual slow waves by each TMS pulse would lead to an
increase in sleep SWA. Using a block design protocol (all-night
stimulation was not easily feasible with the present setup), we
examined the time course of mean SWA power recorded from
all electrodes during the alternation of TMS-ON and TMS-OFF
blocks (Fig. 5A). We also investigated associated changes in
topography (Fig. 5B) and spectral profile (Fig. 5C). Fig. 5 D and
E shows individual results for each subject. When applied to
sensorimotor cortex with an interstimulus interval between 1.1
and 1.3 s, TMS led to an increase in SWA power of up to eight
times around the stimulation site and to a 2-fold increase over the
rest of the scalp. Control experiments using TMS blocks at
ineffective sites as well as supramaximal stimulation of sensori-
motor nerves produced no changes in SWA [see supporting
information (SI) Text and SI Fig. 6], indicating that the observed
effects were not due to peripheral factors. Importantly, the
power increase was not limited to the stimulation frequency, but
was significant (P � 0.01) in the entire SWA frequency band
(Fig. 5C). Manipulations affecting sleep homeostasis, for exam-
ple, sleep deprivation, produce a similar spectral profile (19).

Discussion
Sleep slow waves and K-complexes represent the largest physi-
ological EEG signal produced by the brain and correspond to the
fundamental electrical phenomenon underlying NREM sleep.

We show here that, using TMS, it is possible to trigger reliably
slow waves in humans that resemble in all aspects spontaneously
occurring slow waves and K-complexes. Similar to a cardiac
pacemaker, each and every TMS pulse, delivered during NREM
sleep, triggered a slow wave that started under the stimulator and
spread like an oil spot to the rest of the brain. TMS triggering of
slow waves was dose- and site-dependent and led to a marked
increase of SWA over the scalp.

Animal recordings show that the negative phase of the SOs is
associated with hyperpolarization and cessation of firing (down-
state) throughout the cortex (20). Thus, it is likely that the
negative component of the slow wave triggered by sensorimotor
TMS is associated with a long-lasting period (hundreds of
milliseconds) of neuronal silence in vast regions of the brain (see
SI Text and SI Fig. 7). As indicated by computer simulations
(21–23) and in vitro recordings (24), the occurrence of SOs
during NREM sleep reflects an intrinsic bistability of thalamo-
cortical networks between up- and down-states that is brought
about by neuromodulatory changes (25). TMS over the senso-
rimotor cortex could trigger a slow wave at any time during
NREM sleep, including stage-2 epochs when the ongoing EEG
showed little spontaneous fluctuations (Fig. 1 A). Thus, TMS
pulses reveal the fundamental bistability of the sleeping cortex.
Indeed, whereas during sleep TMS pulses always triggered a
stereotyped down-state, either local or global (Fig. 4 A–C and
A�–C�), long-range, spatially, and temporally differentiated re-
sponses to TMS were obtained only when the subjects were
awake (Fig. 4 A�–C�). These findings suggest that the sleeping
brain, despite being active and reactive, loses its ability of
entering states that are both integrated and differentiated: it
either breaks down in independent modules (producing a local
slow wave) or bursts into an explosive and aspecific response
(producing a global slow wave). Both features may be important
to account for the fading of consciousness during the early phase
of sleep (26).

At this stage we can only speculate on why sensorimotor
regions constitute a preferential site for triggering with TMS
waves that resemble full-f ledged SOs. The hot spot for TMS-
triggered SOs corresponds closely to a hot spot for the origin of
spontaneous slow waves (3). There are other prominent hot spots
for spontaneous slow waves over orbitofrontal cortex, but those
could not be probed by TMS without causing discomfort and
awakening the subjects. Sensorimotor cortex is also the brain
region where EEG recordings show the maximum density of
vertex sharp waves (27) and spindle oscillations (28). Because
sleep spindles are generated by the reticular thalamic nucleus
and its interactions with the thalamus, it is possible that a strong
activation of corticoreticulothalamocortical circuits by TMS may
help the induction of SOs. Low-frequency bursting of hyperpo-
larized thalamic neurons (29) may also reduce inhibitory sculp-

Fig. 3. TMS triggering of slow waves is dose- and site-dependent. TMS was delivered at four midline sites along the posterior–anterior axis of the cortex
(posterior parietal, sensorimotor, supplementary motor, and rostral premotor). The brain response to TMS was probed, at each site, at four increasing intensities
(MO, maximum stimulator output). The average responses to 15 TMS trials recorded from all channels (referenced to the mastoid) is shown for each intensity
and each cortical site (the data refer to an individual subject). The amplitude of the negative peak depended on stimulation intensity. However, the ability of
TMS to trigger slow waves changed markedly along the posterior–anterior axis: High-amplitude slow waves could be elicited reliably only when stimulating
sensorimotor cortex, whereas stimulation of more anterior cortical sites produced low-amplitude waves.
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turing of cortical activity and facilitate the emergence of a large
and aspecific response (30).

The reliable triggering of slow waves with each and every TMS
pulse resulted in a substantial increase in SWA both locally (up

to eight times) and globally (two times) over the scalp. TMS-
evoked slow waves and enhancement of SWA could be obtained
during all stages of NREM sleep (stages 2, 3, and 4), yet the most
dramatic effect was observed when TMS was applied during
stage 2. In this case, the repetitive triggering of individual slow
waves produced a sudden electrophysiological transition to stage
4 (Fig. 1 A).

The SO is the most fundamental cellular event underlying
sleep EEG activity. Indeed, although born and discovered in the
neocortex, the SO has been found to entrain the thalamus and,
more recently, the basal ganglia, the paleocortex, and the
hippocampus. Through its ability to group SWA, thalamic
spindles, and hippocampal ripples (high-frequency oscillations
associated with hippocampal sharp waves), the SO is thought to
support memory consolidation during sleep (31). By imposing a
repeating, low-frequency alternation of active and silent periods
in cortical circuits, SOs may carry out the homeostatic control of
synaptic weight (6). More generally, SWA is considered a
reliable indicator of sleep need that increases with time awake,
decreases during sleep (7), and may mediate the restorative
function of slow-wave sleep (6, 8). Indeed, SWA is linked to the
induction of cortical plastic changes, because it increases locally
after a learning task and is positively correlated with post-sleep
performance improvement (32). Recently, transcranial direct
current stimulation during sleep at the frequency of the SO was
reported to enhance declarative memory, although in that study
brain activity could not be recorded during stimulation (33). By
demonstrating that TMS pulses can trigger full-f ledged SOs and
enhance sleep SWA, locally and globally, the present study
proves that endogenous sleep rhythms can be potentiated non-
invasively and nonpharmacologically. Conceivable practical ap-
plications include enhancing the restorative value of short pe-
riods of sleep under conditions of sleep restriction (power naps)
and the amelioration of negative symptoms associated with

Fig. 4. Cortical activation evoked by TMS. (A and A�) Averaged TMS-evoked
potentials recorded at all electrodes, superimposed in a butterfly diagram for
a low-amplitude wave triggered from premotor cortex (top) and for a high-
amplitude wave triggered from sensorimotor cortex (bottom) during sleep.
The channel located under the stimulator is plotted in red. (B and B�) The
absolute current density in the cerebral cortex is estimated with L2 Norm at
different time points and plotted together with the corresponding scalp
voltage distribution (red, positive; blue, negative). (C and C�) The current
density distribution is autoscaled and thresholded at 80% to highlight the
location of maximum current sources. Whereas premotor stimulation gave
rise to cortical currents that remained local, TMS in sensorimotor cortex
triggered a large negative deflection associated with long-lasting currents
that spread broadly to the surrounding cortex starting from a fixed local
maximum. (A�–C�) TMS delivered over sensorimotor cortex during wakeful-
ness evoked a low-amplitude, complex wave shape associated with a spatially
and temporally differentiated pattern of activation. Maximum cortical acti-
vation shifted over time among distant cortical areas giving rise to a long-
range, specific response.

Fig. 5. The triggering of slow waves by each TMS pulse led to a marked
increase of SWA. (A) The signal recorded from a channel under the stimulator
(upper trace) and the time course of SWA power (0.5–4.5 Hz, 4-s windows,
average of all sensors) are depicted during a complete block design sequence
for an individual subject. (B) The topography of SWA during the TMS-ON block
and during the TMS-OFF block, and their ratio. (C) Spectral profiles (average
of all sensors) recorded during the TMS-ON blocks (red) and the TMS-OFF
blocks (black). The gray horizontal bars indicate the significant bins (P � 0.01).
(D) Summary of individual data: single responses to TMS, recorded from a
channel (Cz) during the block design, are plotted (Left) together with the
topography of the increase in SWA induced by TMS. (E) Shown for each subject
is the average SWA power recorded from all sensors during TMS-OFF (black
bars) and TMS-ON (red bars) blocks.

Massimini et al. PNAS � May 15, 2007 � vol. 104 � no. 20 � 8499

N
EU

RO
SC

IE
N

CE



insomnia, aging, and psychiatric/neurological disorders charac-
terized by disturbed sleep.

Methods
Subjects. Fifteen male subjects (age 21–36) participated in the
study. All participants gave written informed consent, and the
experiment was approved by the University of Wisconsin Human
Subjects Committee. Before the experiment a neurological
screening was performed to exclude potential adverse effects of
TMS. TMS was performed in accordance with current safety
guidelines (34). The data presented here are from the six subjects
in whom at least one full block design sequence of TMS (40 �
4 pulses) was carried out during NREM sleep. The remaining
subjects either were not able to sleep or provided EEG data that
were excessively contaminated by artifacts.

TMS Targeting. Stimulation was performed by means of a figure-
of-eight coil (model P/N9925; Magstim, Whitland, U.K.), with a
wing diameter of 70 mm, connected to a Magstim Rapid biphasic
stimulator. Cortical TMS targets were identified on T1 weighted
MRIs (resolution 0.5 mm) acquired with a 3T GE Signa scanner.
To ensure precision and reproducibility of stimulation we used
a Brain Navigated Stimulation (NBS) system (Nexstim, Helsinki,
Finland). The NBS device located (with an error � 3 mm) the
relative positions of the subject’s head and of the TMS coil by
means of an optical tracking system. NBS also calculated the
distribution and the strength of the intracranial electric field
induced by TMS. In this way, the exact location of the maximum
electric field on the cortical surface (hot spot) could be moni-
tored in real time. The coordinates of stimulation were input to
a software aiming tool that ensured throughout the session the
reproducibility of position, direction, and angle of the stimulator.

EEG Recordings During TMS. We recorded the spontaneous and
TMS-evoked EEG by means of a 60-electrode cap and a
specifically designed TMS-compatible amplifier (Nexstim). The
artifact induced by TMS was gated, and saturation of the
amplifier was avoided by means of a proprietary sample-and-
hold circuit that kept the analog output of the amplifier constant
from 100 �s before stimulus to 2 ms after stimulus (12). To
further optimize TMS compatibility, the impedance at all elec-
trodes was kept below 3 K�. The EEG signals, referenced to an
additional electrode on the forehead, were filtered (0.1–500 Hz)
and sampled at 1,450 Hz with 16-bit resolution. Two extra
sensors were used to record the electrooculogram. In most cases
no signs of TMS-induced magnetic artifact were detected, and in
all cases the EEG signals were artifact-free from �10 ms after
stimulus.

Masking of the TMS Click. The click associated with the coil’s
discharge propagates through air and bone and can elicit an
auditory N1-P2 complex at latencies of 100–200 ms (35). More-
over, during NREM sleep, auditory stimulation may sporadically
evoke a K-complex (9). To prevent contamination of TMS-
evoked potentials as well as interference with spontaneous sleep
EEG patterns, a procedure was adopted to completely eliminate
the subject’s perception of the coil’s click. The waveform of the
TMS click was digitized and processed to produce a continuous
audio signal that captures its specific time-varying frequencies.
Before the experiment, we delivered regular TMS test pulses (at
intensities increasing up to 80% maximum stimulator output) to
the subjects while the masking noise was played through inserted
earplugs. At this time we adjusted the masking volume (always
�90 dB) until the subjects reported that the TMS click was not
perceptible. Bone conduction was attenuated by placing a thin
layer of foam between the coil and the EEG cap. These
procedures have previously been shown to effectively abolish the
auditory stimulation associated with TMS (17).

General Experimental Procedures. During the experiment each
subject was lying with eyes closed on a reclining chair with a
head-rest that allowed a comfortable and stable head position.
Noise masking was played throughout the recording session.
After preparation for EEG recordings and calibration of the
navigation system the subject was allowed to fall asleep. After
subjects entered a consolidated period (�5 min) of NREM sleep
stage 2, we started probing for the triggering of slow waves at
various cortical sites and at increasing intensities. In all subjects
we stimulated four midline cortical sites along the posterior–
anterior axis (posterior parietal, sensorimotor, supplementary
motor, and rostral premotor). At each site we first delivered
series of 15 pulses (at a frequency of 0.5 Hz) at 60% maximal
output. If this first series did not produce a manifest slow wave
triggering on the ongoing EEG, stimulation intensity was in-
creased by 5% and another series of 15 pulses was delivered. This
procedure was repeated until waves resembling full-blown SOs
were reliably evoked or until a maximum intensity of 85% was
reached. In addition to the four midline targets, in most of the
subjects we also probed sites located 2–3 cm lateral to the midline
in both hemispheres.

In each subject the site at which full-blown SOs could be
elicited at the lowest intensity was selected for the block design
protocol. The protocol consisted of four blocks of stimuli at �0.8
Hz (TMS-ON) separated by control periods of 1 min (TMS-
OFF). Longer block design or all-night stimulations were not
possible because of coil overheating and because of the fact that,
to ensure a stable coil positioning, the subject had to sleep on a
reclining chair. In four subjects the spontaneous EEG showed a
pattern of NREM sleep stage 2 throughout the TMS-OFF
periods whereas in two subjects some epochs of stage 3 were
scored during the last two TMS-OFF periods of the block design.

Once the block design was successfully completed, we re-
corded the ongoing sleep EEG to collect a representative
number of spontaneous SOs. In addition, in some subjects (n �
3) we delivered various blocks of auditory tones, at different
frequencies from 0.1 Hz to 0.8 Hz, to evaluate the rate of
occurrence and the wave form of auditory evoked K-complexes.

Data Analysis. Data analysis was performed by using Matlab (The
MathWorks, Natick, MA), the public license toolbox EEGLAB
(36), and Curry 5.0 (Philips, Cologne, Germany). TMS trials
containing noise, muscle activity, or eye movements were re-
jected. For the comparison between TMS-evoked SOs, sponta-
neous SOs, and auditory evoked K-complexes the EEG signals
were referenced to the mathematically linked mastoids. The
criteria for the detection of TMS-evoked SOs were the same as
those previously used to detect spontaneous SOs (3): (i) a
negative zero-crossing and a subsequent positive zero-crossing
separated by 0.3–1 s and (ii) a negative peak between the two
zero-crossings with voltage �80 �V. To evaluate the ability of
TMS-evoked SOs to group spindle activity, single SOs triggered
by TMS and recorded from Cz were filtered in the spindle
frequency range (12–15 Hz). After subtraction of the mean, the
rms of the filtered signal was calculated and averaged as in ref.
16. To study the traveling of spontaneous and TMS-evoked SOs
we calculated delay maps of the negative peak as in ref. 3. For
each cycle, the delay of the negative peak was studied topo-
graphically. The delay values measured at each electrode’s
location were transposed into Cartesian coordinates space (Fig.
1D). To avoid any interpolation of the measured data we used
a low-resolution grid (50 � 50). The delay map condensed the
information relative to the spatial distribution and the timing of
a SO on the scalp. The minimum value of the delay map,
corresponding to the coordinates of the first electrode that
recorded the negative peak, was defined as the origin of the
cycle. To evaluate the continuity and the main direction of
the gradient of delays that surrounded the origin we used the
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streamlines (blue lines in Fig. 1D). Each streamline is tangential
to the instantaneous velocity direction and progresses in the 2D
vector field of delays until the gradient is broken. The origin
density map, displayed in Fig. 1E, is obtained by interpolating
the probability of each electrode to be the origin of the SO. This
map highlights the scalp foci where SOs are more likely to
originate and allows for direct comparison among conditions.

For source modeling and spectral analysis the EEG signal was
referenced to the average of all electrodes. Source modeling was
performed by using a realistic head model derived from indi-
vidual MRIs. The averaged responses, the MRI sets, and the
electrode coordinates were input to the software package Curry
5.0. As a first step we performed noise estimation by calculating
the variance of the data in a 300-ms prestimulus window. In all
cases the average noise level was below 1 �V (range: 0.3–0.7
�V). The results of noise estimation were subsequently used to
determine the sensor weighting and the regularization parame-
ter (�) of the current density reconstruction. After a semiauto-
matic segmentation of the individual MRIs we implemented a
boundary element model of the head having three compart-
ments of fixed conductivities (scalp, 0.33 S/m; skull, 0.0042 S/m;
brain, 0.33 S/m). The cortical surface was also reconstructed with
a 6-mm resolution and modeled with �14,000 rotating dipoles.
Next, the electrode positions were projected onto the skin
surface and the lead field matrix was calculated. We estimated

the current density on the cortical surface using the minimum
norm least squares method (L2 Norm, weighted for depth bias
removal). The L2 Norm has the advantage of requiring no a
priori assumption about the nature of the source distribution (37)
and of providing stable solutions also in the presence of noise
(38). Although this method results in a blurred picture of cortical
activation, the location of the maximum estimated current
reflects with good accuracy (�10 mm) the location of the center
of neural activity (39). A detailed description of the assumptions
and methods used for MRI processing and source reconstruction
can be found elsewhere (40, 41). Cortical activations were
plotted both in absolute and relative scale to compare the
strength and spatial extent of evoked currents as well as the
location of maximal neural activity in the different conditions.
For spectral analysis the EEG recordings were down-sampled at
500 Hz and band-pass filtered between 0.5 Hz and 40 Hz.
Spectral analysis (FFT routine, Hanning window, averages of
five 4-s epochs) was performed for all 60 channels. Spectral
power was averaged at all sensors, the time course of SWA
(0.25–0.45 Hz) was calculated, and a two-tailed t test was used
to evaluate the changes in SWA associated with the TMS-OFF
and the TMS-ON blocks.
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