
Proc. Natl. Acad. Sci. USA
Vol. 94, pp. 175–179, January 1997
Ecology

Effects of population and affluence on CO2 emissions

THOMAS DIETZ*† AND EUGENE A. ROSA‡

*Department of Sociology and Anthropology, George Mason University, Fairfax, VA 22030; and ‡Department of Sociology, Washington State University,
Pullman, WA 99164

Communicated by Paul R. Ehrlich, Stanford University, Stanford, CA, November 4, 1996 (received for review May 1, 1996)

ABSTRACT We developed a stochastic version of the Im-
pact 5 PopulationzAffluence zTechnology (IPAT) model to esti-
mate the effects of population, affluence, and technology on
national CO2 emissions. Our results suggest that, for population,
there are diseconomies of scale for the largest nations that are not
consistent with the assumption of direct proportionality (log–
linear effects) common to most previous research. In contrast,
the effects of affluence on CO2 emissions appear to reach a
maximumat about $10,000 in per- capita gross domestic product
and to decline at higher levels of affluence. These results confirm
the general value of the IPAT model as a starting point for
understanding the anthropogenic driving forces of global change
and suggest that population and economic growth anticipated
over the next decade will exacerbate greenhouse gas emissions.

It is certain that the atmospheric concentrations of greenhouse
gases (GHGs) are increasing (1, 2). These growing concen-
trations threaten to produce disruptive changes in global
climate. There is widespread scientific agreement that the
increased concentrations are the consequence of human ac-
tivities around the globe. Among these anthropogenic factors,
the principal ones (often called ‘‘driving forces’’) are (i)
population, (ii) economic activity, (iii) technology, (iv) political
and economic institutions, and (v) attitudes and beliefs (3).
These forces usually are assumed to drive not just GHG
emissions but all anthropogenic environmental change.
Despite agreement about the list of forces that affect anthro-

pogenic GHG emissions, we have little understanding of the
relative importance of each driving force. Thus, our basic knowl-
edge of the biosphere and our ability to choose appropriate policy
responses will remain significantly incomplete until we better
understand the human dimensions of the system (3–5). Our goals
here are to suggest an approach for analyzing anthropogenic
environmental changes and to apply that approach to anthropo-
genic emissions of the principal GHG: CO2.
To organize our analysis, we adopted the Impact 5

PopulationzAffluencezTechnology (IPAT) framework first
proposed in the early 1970s (6) as part of an ongoing debate
on the driving forces of environmental change (7–11). It still
finds wide use as an orienting perspective (12–20). The frame-
work incorporates key features of human dimensions of envi-
ronmental change into a model as follows:

I 5 PzAzT [1]

where I is environmental impact, P is population, and A is
aff luence or economic activity per person. T is the environ-
mental impact per unit of economic activity, which is deter-
mined by the technology used for the production of goods and
services and by the social organization and culture that deter-
mine how the technology is mobilized. The model is simple,

systematic, and robust: simple because it incorporates key
anthropogenic driving forces with parsimony; systematic be-
cause it specifies the mathematical relationship between the
driving forces and their impacts; and robust because it is
applicable to a wide variety of impacts (including GHG
emissions). Written as Eq. 1, the model is usually applied as an
accounting or difference equation. Data on I, P, andA are used
to solve for T, with the relative impact of P, A, and T on I
determined by their changes over time (13).
Remarkably little effort has gone toward disciplining themodel

with empirical analysis since the original papers describing it were
first published. Although there have been attempts to assess the
validity of the model, they have typically relied on qualitative
assessments, field study demonstrations, or projections rather
than on an assessment of the model’s overall fit to an appropriate
data base (13, 21–23, §).¶ This was our main task here. We
reformulated the model slightly and applied the reformulation to
the anthropogenic sources of CO2 emissions. Our reformulation
assumes a stochastic version of Eq. 1:

Ii 5 aPibAicei [2]

Here, I, P, and A remain, respectively, environmental impact,
population, and affluence, but we have added the subscript ‘‘i’’ to
emphasize that these quantities vary across observational units.
The quantities a, b, c, and e can be estimated by applying standard
statistical techniques. The coefficients b and c determine the net
effect of population and affluence on impact, and a is a constant
that scales the model. Technology is modeled as a residual term.
The technology term actually incorporates not only technology as
it is usually conceived but also social organization, institutions,
culture, and all other factors affecting human impact on the
environment other than population and affluence (13). Like the
original formulation, this stochastic model aggregates these
myriad effects into a single multiplier.i
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iThe model also can be used to test specific hypotheses regarding the
variables aggregated as technology. That is, the model can be ex-
pressed as:

Ii 5 aPibAicTidei
where T is a vector of observed variables representing technology,
social organization, and culture, and d represents a vector of coeffi-
cients (or functions) representing their effects. Then, the residual
term represents the effects of all factors not explicitly included in the
model. This approach allows tests of hypotheses regarding factors other
than population and affluence that may modify environmental impact.
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For ease of expression in Eq. 2, we have written b and c as
constants. This form suggests that the effects of population and
affluence are constant in proportions (linear in logarithms). In
fact, the original formulation implies that a 5 b 5 c 5 1. But
the effects of driving forces may not be strictly proportional. As
the original papers describing the IPAT framework empha-
sized, there may be thresholds and other nonproportional

effects (8, 9, 11, 29, 30). Our stochastic formulation accom-
modates such effects if we substitute more complex functions
for the coefficients b and c . Estimating such functions allows
us to identify levels of aff luence or population that produce
threshold, accelerating, or other complex effects. Thus, the
stochastic version of the IPAT model can be used to identify
diminishing or increasing impacts due to increases in popula-

Table 1. Technology multiplier for national CO2 emissions

Identifier Nation
Technology
multiplier* Identifier Nation

Technology
multiplier*

1 Algeria 0.87 57 Libya 1.22
2 Angola 0.81 58 Madagascar 0.84
3 Argentina 1.54 59 Malawi 1.06
4 Australia 1.60 60 Malaysia 0.93
5 Austria 0.77 61 Mali 0.37
6 Bangladesh 0.84 62 Mauritania 5.36
7 Belgium 1.07 63 Mauritius 0.47
8 Benin 0.90 64 Mexico 0.70
9 Bhutan 0.47 66 Mozambique 2.07
10 Bolivia 1.62 65 Morocco 1.02
11 Botswana 0.46 67 Nepal 0.62
12 Brazil 0.24 68 Netherland 0.85
13 Bulgaria 5.75 69 New Zealand 0.81
14 Burkina Faso 0.56 70 Nicaragua 0.76
15 Burundi 0.58 71 Niger 1.24
16 Cameroon 0.59 72 Nigeria 3.78
17 Canada 1.75 73 Norway 1.55
18 Central African Republic 0.41 74 Oman 0.93
19 Chad 0.56 75 Pakistan 1.78
20 Chile 0.97 76 Panama 0.48
21 China 1.74 77 Papua New Guinea 0.76
22 Colombia 1.09 78 Paraguay 0.47
23 Congo 0.85 79 Peru 0.62
24 Costa Rica 0.37 80 Phillippines 0.81
25 Cote d’Ivoire 1.55 81 Poland 4.11
26 Czechoslovakia 2.94 82 Portugal 0.63
27 Denmark 1.07 83 Rwanda 0.27
28 Dominican Republic 1.16 84 Saudi Arabia 1.58
29 Ecuador 1.59 85 Senegal 0.99
30 Egypt 2.62 86 Sierra Leone 2.01
31 El Salvador 0.40 87 Singapore 1.36
32 Ethiopia 0.68 88 Somalia 2.19
33 Finland 1.33 89 South Africa 2.11
34 France 0.50 90 Spain 0.41
35 Gabon 1.40 91 Sri Lanka 1.05
36 Germany 0.85 92 Sweden 0.86
37 Ghana 1.33 93 Switzerland 0.98
38 Greece 1.22 94 Syrian Arab Republic 2.75
39 Guatemala 0.56 95 Tanzania 1.47
40 Guinea 0.63 96 Thailand 0.78
41 Haiti 0.59 97 Togo 0.92
42 Honduras 0.58 98 Trinidad 2.96
43 Hungary 1.56 99 Tunisia 1.66
44 India 1.14 100 Turkey 1.19
45 Indonesia 1.05 101 Uganda 0.32
46 Iran 0.56 102 United Arab Emirates 3.72
47 Ireland 0.86 103 United Kingdom 0.70
48 Israel 0.76 104 United States 0.95
49 Italy 0.50 105 Uruguay 0.51
50 Jamaica 1.08 106 Union of Soviet Socialist 0.62
51 Japan 0.62 Republics†
52 Jordan 2.74 107 Venezuela 1.49
53 Kenya 1.36 108 Yugoslavia 1.14
54 Korea, South 0.56 109 Zaire 0.70
55 Kuwait 1.57 110 Zambia 0.83
56 Lao People’s Republic 1.22 111 Zimbabwe 4.87

*The technology multiplier is the antilog of the residual from the log–polynomial regression reported in Table 2.
†Data from 1989.
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tion or in affluence and thereby capture an important feature
of the IPAT framework.
We focused on estimation of effects on CO2 because it is

among the most important drivers of radiative forcing and
because sound data are available on CO2 emissions for a
variety of nations.** Our unit of analysis was the nation–state
because it is the principal collective actor in generating envi-
ronmental impacts and in developing policies in response to
them. Thus, our measure of environmental impact (I) was
industrial CO2 emissions (in millions of metric tons of carbon
per year) for the 111 nations for which data are available (33).
We used population size for P and gross domestic product per
capita (gdp) for A (33, 34).†† The nations included in our
analysis are listed in Table 1. We chose data for 1989 because it
is the most recent year for which all relevant data are available.
To allow for nonlinearities, we first estimated a general

additive model in which the effects of log population and log
gdp on log CO2 emissions were fitted with a nonparametric
regression procedure, loess (35, 36). This method is a form of
multiple regression that makes no a priori assumptions about
the functional forms that link P andA to I. The loess procedure
used does not estimate a specific function linking P and A to
I, so we developed these functions using models with polyno-
mial terms in the log of population and affluence that were
then compared with the loess model. A polynomial that was
quadratic in the log of population and cubic in the log of gdp
provided an adequate parametric match to the nonparametric
fit (F 5 0.99, df 5 3.1, P , 0.42).‡‡
The effects of population and affluence multipliers are

displayed in Figs. 1 and 2, with coefficient estimates in Table
2. The quadratic term for log of population size is statistically
significant, but an examination of Fig. 1 and other standard
diagnostics suggests that this is because the two nations with
the largest population, China and India, have substantial
influence on our estimates. (These data points are in the upper
right corner of Fig. 1.)When we dropped these two nations and
reestimated the log–polynomial model, the quadratic term in
log population lost its significance (b5 0.024, t5 0.8, P. 0.4).
When we deleted China and India from the original data set
and estimated a model that was linear in the log of population,

the coefficients for the linear, quadratic, and cubic aff luence
terms were nearly identical to those reported in Table 2. These
results weaken the argument that population has little effect
(12), or even a beneficial effect (39), on the environment
because they show a significant and nonlinear effect. The
results also lend support to ongoing concern with population
growth as a driving force of environmental impacts (14, 40).
Fig. 2 and Table 2 indicate that the effects of aff luence on

CO2 emissions level off and even decline somewhat at the very
highest levels of gdp. We suspect that this shift is the result of
two structural changes: (i) a shift to a service-based economy
and (ii) the ability of the more affluent economies to invest in
energy efficiency. Unfortunately, this decline in impact only
occurs when per capita aff luence is above '$10,000.§§ Sev-
enty-five percent of the 111 nations in our sample have gdps
below $5000. Thus, our results suggest that, for the overwhelm-
ing majority of nations, economic growth that can be antici-
pated for the next quarter century or so will produce increas-
ing, rather than declining, CO2 emissions. Reductions in CO2
emissions will not occur in the normal course of development
and will have to come from targeted efforts to shift toward less
carbon-intensive technologies and activities. We will return to
this point later.
Table 1 lists the technology multiplier (the antilog of the

residual term) for all nations for which the relevant data are
available. Again, it is important to remember that this term
(labeled ‘‘technology’’ in keeping with previous applications of
the IPAT model) includes not just physical infrastructure but
also social and economic organization, culture, and all factors
whose effects are not captured by population and affluence.
The technology multiplier varies across nations by more than
1 order of magnitude. A deeper understanding of the effects
of social and economic structure and institutions and of culture
on GHGs can be advanced by careful analysis of these multi-
pliers. Of particular interest are nations with unusually large
multipliers and substantial impact, such as Bulgaria, Mauri-
tania, Zimbabwe, or Poland. Also of interest are those affluent
nations with relatively small multipliers and thus minimal
impact on the climate system compared with their size, such as
Brazil, Spain, France, and Italy.
Bulgaria, Mauritania, Zimbabwe, and Poland all have mul-

tipliers greater than 4, indicating that they emit far more CO2
than would be expected from their size and level of aff luence.
Bulgaria and Poland have economies based on heavy industry,
and, because their energy costs were subsidized by the Soviet
Union, they have lacked economic incentives for energy
efficiency. Thus, their economies have consumed very sub-

**Standard accounts suggest that more than half of radiative forcing
can be attributed to CO2. We focused on industrial emissions
because data on cement and biogenic emissions are much less
reliable. Data on other GHGs also are less reliable than the
industrial CO2 data. Current estimates of CH4 (methane) emissions
are uncertain to at least a factor of 2 and do not take account of
biomass burning, which may contribute perhaps one-fifth of the
total anthropogenic emissions (31). Data on chlorofluorocarbons
are reported as an aggregate for the European Community nations,
which are among the highest chlorofluorocarbon producers and
consumers (32). Nitrous oxide emissions are available only for a
handful of nations. For these reasons, we limited our analysis to
industrial emissions of CO2.

††Data on gdp for the USSR (Union of Soviet Socialist Republics) in
1989 were not available, so we used a value interpolated from 1991
reports. Deleting the USSR from the analysis did not significantly
change the results.

‡‡The results reported are for ordinary least squares, with SE based on
500 replications of case-based bootstrap resampling, which are
preferable to normal theory SE in this context (37, 38). To reduce
colinearity among polynomial terms, we centered the population
and gdp variables by using deviations from the mean of the logs
instead of raw values for the linear in log terms and in generating the
polynomial terms. In such models, the intercept represents the
expected value for a country with population and affluence equal to
the geometric mean on those variables, which, for this data set, were
12.3 million and $1476, respectively. We also computed estimates of
the log–polynomial model using least median of squares, least
trimmed squares, and a robust regression that uses Huber estimates
followed by biweighted least squares. These techniques are robust
with regard to outliers in residuals and in carriers (37, 38). The
robust estimates yield substantively identical results to the more
familiar, ordinary least squares reported here.

§§Most economic analyses of economic growth and environment,
which do not allow for nonproportional effects of population,
suggest that impact declines somewhere between $1000 and $10,000
in gdp (24, 27). The exception is the analysis of Holtz–Eakin and
Selden (25), whose analysis of CO2 emissions implies a turning point
of over $35,000 per capita.

Table 2. Effects of population and affluence on 1989 CO2
emissions of 111 nations

Log–polynomial
model Log–linear model

Coefficient SE Coefficient SE

Population
Linear 1.123 0.058 1.149 0.060
Quadratic 0.063 0.026

Affluence
Linear 1.484 0.105 1.084 0.047
Quadratic 20.152 0.026
Cubic 20.070 0.020

Intercept 16.854 0.101 16.545 0.073
Coefficient of determination 0.931 0.891
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stantial amounts of fossil fuels relative to their levels of
aff luence. Both Mauritania and Zimbabwe have an unusually
large industrial sector for nations with relatively low levels of
aff luence. In addition, Zimbabwe is a fossil fuel producer.
Among industrial nations, France, Italy, and Spain have

multipliers of 0.5 or less, indicating that they emit approxi-

mately one-half the CO2 that would be expected as a result of
their populations and gdps. This is the result of a variety of
factors affecting their energy production and consumption.
Among them are France’s substantial reliance on nuclear
power, Italy’s use of natural gas and imported electricity, and
Spain’s substantial use of nuclear and hydroelectric power and

FIG. 1. Effects of population on CO2 emissions. Solid line indicates the effect of population size relative to the geometric mean of population
across nations (12.3 million). Population effects calculated at the geometric mean of gross domestic product ($1476). Data points are plotted using
identification numbers from Table 1. Countries are plotted at the point corresponding to the expected population effect multiplied by the residual
displayed in Table 1.

FIG. 2. Effects of aff luence on CO2 emissions. Solid line indicates the effect of gross domestic product per capita relative to the geometric mean
of gdp across nations ($1476). Affluence effects calculated at the geometric mean of population (12.3 million). Data points are plotted using
identification numbers from Table 1. Countries are plotted at the point corresponding to the expected gdp effect multiplied by the residual displayed
in Table 1.
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its relatively low level of automobile ownership. And, of
course, all three nations are favored by climates milder than
those of most other industrial nations. Brazil has the lowest
multiplier of any nation. This may be a result of its extensive
use of hydroelectric power as well as its emphasis on liquid fuels.
We used the estimated coefficients of our model to project

global CO2 emissions for the year 2025. In one scenario, we
assumed that national technological multipliers will not change
over time. In the second scenario, we assumed an increase in
efficiency (and thus a decrease in the technology multiplier) of
1% per year. In both cases, we used the United Nations
medium case scenario for population projections and assumed
a 2% annual real growth in gdp (33). The first scenario, with
no technological progress, implied global CO2 emissions in
2025 of 4.3 3 1010 metric tons, a 95% increase over 1991
emissions. A 1% per year increase in carbon efficiency would
mean an increase of only 36%—to 3.0 3 1010 metric tons. To
achieve a goal of stable emissions at 1991 levels in the face of
economic and population growth, our model suggested that
efficiency increases would need to average about 1.8% per year
from 1990 to 2025. Although such increases are feasible, they
will not occur without strenuous efforts.
When we estimated our model without polynomial terms,

the coefficients for both population and affluence were close
to, but slightly greater than, 1, which, as noted above, is the
value assumed in the original IPAT formulation.¶¶ Our basic
results appear consistent with the original IPAT framework
and with recent applications of it to the related problem of
energy consumption (41). This further attests to the robustness
and utility of the approach. That we found all of the driving
forces—population, aff luence, and technology—to have im-
portant effects on CO2 emissions is consistent with views that
recognize the importance of, and interactions among, these
forces. Our results show that the impacts of population are
roughly proportional to its size across the range of population
sizes that will characterize most nations over the next few
decades. This contradicts the views of those who are compla-
cent about population growth. Even so, because of demo-
graphic inertia, successful efforts to slow population growth
will be realized in the long term rather than the short term (42).
Economic growth in itself does not offer a solution to envi-
ronmental problems. Our results indicate that, when affluence
approaches about $10,000 in gdp, CO2 emissions tend to fall
below a strict proportionality. But growth to this level of
aff luence is not a realistic expectation for most nations over
the next 2 or 3 decades. On the other hand, significant
improvements in CO2 efficiencies are possible and have the
potential to reduce emissions substantially.
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