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LETTERS TO THE EDITOR

Copy-Number Variations and Human Disease

To the Editor: The comprehensive mapping of genomic
copy-number variations (CNVs) should allow for those
variants to be studied for their correlation with disease
phenotypes.1 One line of evidence that was advanced to
support potential implications of CNVs for human disease
was the overlap of CNVs with chromosomal loci harboring
genes known to very often cause well-characterized mono-
genic illnesses from the OMIM database.1 But a general
concern arises from the list of CNVs that overlap rare dis-
ease genes reported in table 5 of the mapping study by
Wong et al.1 For instance, the BSCL2 gene fell within a
CNV region that had a frequency of 3 in 105 subjects. The
gene was noted by the authors to be causative for spinal
muscular atrophy, distal, type V (MIM 600794),1 and in-
deed two missense mutations in BSCL2 (MIM 606158.0013
and .0014) have been reported for that phenotype. How-
ever, 13 other missense mutations in that gene cause Ber-
ardinelli-Seip congenital generalized lipodystrophy (BSCL),
an extremely rare autosomal recessive disorder affecting
∼1 person in 10 million.2 Thus, the observed frequency
of ∼3% BSCL2-CNV heterozygotes seems high, given the
low prevalence of BSCL as ascertained clinically in the
general population. Conservative assumption of a BSCL2-
CNV frequency of 1% would predict a homozygote fre-
quency of a major CNV rearrangement of this region of
1 person in 40,000, a frequency that is much higher than
the observed prevalence of BSCL—or of any spinal mus-
cular atrophy subtype, for that matter—in the general
population. The same type of disparity between predicted
and observed prevalence appears to hold true for several
other genes causing very rare homozygous diseases that
lie within CNV loci,1 including SMA3 (MIM 253400) and
SMA4 (MIM 271150), which cause spinal muscular atro-
phy subtypes (CNVs seen in 60 of 105 samples), and GCK
(MIM 138979), which causes neonatal-onset diabetes
(CNVs seen in 10 of 105 samples). Obviously, CNVs in-
clude both duplications and deletions, and homozygosity
for a duplication-type CNV would not necessarily imply
the same pathogenic consequence as a deletion-type CNV
for an OMIM gene. Thus, calculations of predicted disease
frequency should be based on homozygosity for the subset
of deletion-type CNVs. But, because deletions would still
be expected to represent a sizable subset of CNVs for at
least a sizable subset of OMIM genes, the predicted disease
rate would still be much higher than the observed fre-
quency of the autosomal recessive disease phenotype in
the general population.

There may be some valid biological reasons for the ap-
parent disparities between the observed frequency of CNV
heterozygotes and the reported frequencies of the related
rare OMIM recessive diseases, including (1) inaccurate dis-

ease-frequency estimates in published reports that under-
estimate the actual frequency of the phenotype in the
general population (perhaps subtle or later-onset forms of
the phenotypes might be more prevalent in the general
population than has been generally recognized), (2) in-
compatibility of homozygosity for certain completely de-
leted genes with fetal viability, (3) derivation of CNV-fre-
quency estimates in nonrepresentative “normal control”
samples, and (4) rescue of the lost or altered function in
homozygotes for a CNV by another gene product. Alter-
natively, there may be systematic technical reasons for
potential disparities leading to overestimation of some CNV
frequencies. It would thus be important to validate those
CNVs with use of alternative technologies, such as quan-
titative PCR,3 and to expand the samples of normal control
subjects to determine whether homozygotes for those
CNVs exist among “healthy” controls. In addition, studies
within families, both healthy and diseased, might help to
clarify the potential pathogenicity of some of these CNVs.
The findings emphasize the fact that the excitement over
the biological reality of CNVs within clinical and research
samples should be tempered pending the development of
standards and independent wide-scale replications, pos-
sibly with use of a variety of detection methods.
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Web Resource

The URL for data presented herein is as follows:

Online Mendelian Inheritance in Man (OMIM), http://www.ncbi
.nlm.nih.gov/Omim/ (for spinal muscular atrophy, distal, type
V; BSCL2 mutations; SMA3; SMA4; and GCK)
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Reply to Dr. Robert A. Hegele

To the Editor: Dr. Hegele called attention to the disparities
between the observed frequencies of copy-number var-
iations (CNVs) and the reported frequencies of some
OMIM diseases.1(in this issue) We share Dr. Hegele’s concern
and emphasize the importance of interpreting CNV data
with caution, with respect to correlations with genes or
phenotypes.

A number of issues must be considered when reported
CNV data are used. One is that the exact boundaries of
CNVs are rarely known; thus, direct correlations with
genes can be challenging. The BSCL2 (MIM 606158) gene,
noted by Dr. Hegele, overlaps the boundary of a BAC clone
that we reported as variable in copy number.2 In this case,
approximately one-third of the BSCL2 gene overlaps the
end of a CNV clone (this can be viewed using our CNV
custom track, now publicly available at the UCSC Genome
Browser). However, the gene may not be part of the CNV.
It is therefore necessary to confirm, using alternative val-
idation technologies, whether a gene is actually affected
by a particular CNV. Depending on the detection sensi-
tivities and resolutions of the array platforms, the bound-
aries of the reported CNVs will be within tens to hundreds
of kilobases from the actual boundaries. When a combined
data set such as the Database of Genomic Variants3 is used,
it is very important to be mindful of the strengths and
weaknesses of the platforms used to derive the data, such
as resolution, detection sensitivity, and false-positive and
false-negative rates.

In our study, we reported genes as CNV associated if any
part of the gene overlapped a BAC clone that we measured
to be variable in copy number.2 There is a need for stan-
dardization in the reporting of which genes are potentially
associated with CNVs. Furthermore, it is biologically dif-
ficult to know when a CNV will influence the expression
of a gene, given that position effects are known to influ-
ence the expression of genes across hundreds of kilobases.4

An additional confounding issue when interpreting CNV
data obtained from array comparative genomic hybridi-
zation is the comparative nature of the technique. Gains
and losses are called in relation to a reference DNA, which
will vary by study and are often simplistically interpreted
as a single-copy change from diploid. In fact, the exact
copy number is often not known for either the sample or
the reference. In the case of the CNV associated with the
BSCL2 gene, we detected two samples that showed a gain

relative to the reference and one sample that showed a
loss in copy number relative to the reference, demonstrat-
ing the complexity of changes occurring in the genome.
A further consideration is that, in some cases, the baseline
copy number could be greater than two. Genes in such
regions may be particularly resistant to disease-causing
mutations because of functional redundancy.

In summary, CNV data provide valuable information
for studies involving human genetics, and the abundance
of CNVs means that they are likely to include or influ-
ence many genes; however, the data need to be used with
caution.

KENDY K. WONG, RONALD J. DELEEUW,
CAROLYN J. BROWN, AND WAN L. LAM

Web Resources

The URLs for data presented herein are as follows:

Database of Genomic Variants, http://projects.tcag.ca/variation/
Online Mendelian Inheritance in Man (OMIM), http://www.ncbi

.nlm.nih.gov/Omim/ (for BSCL2)
UCSC Genome Browser, http://genome.ucsc.edu/goldenPath/

customTracks/custTracks.html
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The TAF1/DYT3 Multiple Transcript System
in X-Linked Dystonia-Parkinsonism

To the Editor: The X-linked dystonia-parkinsonism syn-
drome (XDP or DYT3 [MIM #314250]) is a severe adult-
onset movement disorder that originated by founder ef-
fect in the Philippine island of Panay.1 The disease gene
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was identified in 2003 and was described as a “multiple
transcript system.” It is composed of several of the 38
known TAF1 (TATA-box binding protein–associated factor
1) exons and an additional 5 of the then-unknown exons
that lie 3′ of TAF1 exon 38.2 The latter five exons can either
be spliced to known TAF1 exons (variants 1 and 2) or be
transcribed separately (variants 3 and 4). Five disease-spe-
cific single-nucleotide changes (DSCs) and a small deletion
were detected within this transcript system. One of the
DSCs (DSC3) is located in a transcribed exon. These find-
ings have now been confirmed by Makino and coworkers
in the March issue of the Journal.3 Whereas, in the original
study, the DYT3 critical region was sequenced by PCR in
a patient, Makino et al.3 resequenced this region in BAC
clones constructed from a patient’s DNA. The resequenc-
ing confirmed the DSCs described elsewhere2 and detected
a previously unrecognized retrotransposon (SVA [SINE,
VNTR, and Alu] element) in intron 32 of TAF1 in close
proximity to DSC10. Makino et al.3 also confirmed the
various splice variants of TAF1 that were found earlier.2

Furthermore, the study by Makino et al.3 validates our use
of several DSCs in the routine molecular genetic diagnosis
of XDP.4

It is currently not known whether or to what extent the
DSCs in TAF1/DYT3 are involved in the disease process.
Makino et al.3 implicate the SVA retrotransposon in intron
32 of TAF1 in the pathology of XDP. They present several
findings supporting an important role for SVA in XDP. In
particular, they provide evidence that the SVA affects ex-
pression of a transcript splice variant described elsewhere2

that includes exon 34′ of TAF1. However, the data are not
entirely convincing.

1. The article by Makino et al.3 implies that there is only
one splice variant of TAF1 that includes exon 34′. This is
not accurate. There are other splice variants of TAF1 that
also include exon 34′—for example, splice variants in-
cluding exons 34′ and 32′ and splice variants including
exons 34′, 3, and 4.2

2. Figure 5a in the work of Makino et al.3 shows dra-
matic reduction of expression of an exon 34′–containing
transcript but also demonstrates reduced expression of the
common form of TAF1 in a patient’s caudate nucleus. Al-
though antibodies were directed against TAF1 polypep-
tides (and not specifically against the exon 34′ isoform),
their figure 5f implies complete absence of TAF1 in the
patient’s caudate. This cannot be explained by gliosis
alone, since calcineurin antibodies definitely identified
neurons in the patient’s caudate (see their figure 5f).

3. Although hypermethylation was shown at CpG sites
of SVA, a correlation between this epigenetic modification
and the postulated specifically reduced expression of the
exon 34′ transcript was not shown.

4. When postmortem brain is used for the quantitative
ascertainment of gene expression, a high degree of vari-
ation has to be kept in mind. Apart from biological rea-
sons, different postmortem times, storage conditions, etc.

account for this variation. This might explain why tran-
script variant 34′ of TAF1 is specifically reduced in some
experiments but the common form of TAF1 is also affected
in others (their fig. 5a and 5f).

5. Makino et al.3(p402) indicate that the decrease in ex-
pression of the exon 34′ transcript is “the cause rather than
the result of neuronal loss in the caudate nucleus….” This
argument is not entirely convincing, since this transcript
is also reduced in cortex and nucleus accumbens that do
not show major neuronal loss. Makino et al.3 do not pro-
vide evidence of neuronal subtype-specific expression and
function of the exon 34′ transcript that might explain the
discrepancy.

Obviously, the molecular pathological mechanism in
XDP remains unknown. The involvement of one or several
of the described DSCs, either alone or in concert with the
SVA retrotransposon, certainly cannot be ruled out. Here,
a function of DSC3 is intriguing, since it is located in an
exon that can be part of all major splice variants of the
TAF1/DYT3 transcript system. However, intronic SNPs can
also affect gene expression, as was recently shown with
the SORL1 susceptibility gene for late-onset Alzheimer
disease.5

Several other aspects of the article need further clarifi-
cation. In figure 3, patients are shown carrying the “dis-
ease-specific” 6.1-kb SVA fragment, but other patients (right
panel of fig. 3) show the “wild-type” fragment. Can the
SVA fragment occur in healthy persons as well, or has a
sample mix-up occurred? Makino et al.3 claim that exon
2, described elsewhere2 (3′ of TAF1 exon 38), is derived
from ING2. This is not the case, since the ING2 pseudo-
gene overlaps with exon 2 on the opposite strand. Exon
38 of TAF1 is skipped when further 3′ exons are used in
a transcript. This was shown in cDNAs isolated from a
brain cDNA bank and in RT-PCR experiments.2 Makino et
al.,3 however, report the presence of this exon in these
alternative transcripts. Provided that this is no RT-PCR
artifact, this does not disprove previous findings of the
absence of exon 38 in some splice variants that include
additional 3′ exons.

In conclusion, many issues remain unresolved as to
both the normal function of TAF1 variants in various tis-
sues and the role of disease-specific changes in the TAF1/
DYT3 multiple transcript system in patients with XDP.

ULRICH MÜLLER, THILO HERZFELD, AND DAGMAR NOLTE
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TAF1 as the Most Plausible Disease Gene
for XDP/DYT3

To the Editor: We address the concerns of Dr. Müller and
his colleagues1(in this issue) regarding our recent article in the
Journal.2 Previously, Müller et al. reported that five disease-
specific single-nucleotide changes (DSCs) in a “multiple
transcript system” (MTS) were associated with XDP (MIM
#314250).3 Our article was the first to report TAF1 (MIM
*313650) as the most plausible disease gene,2 and it is
regrettable that no one has succeeded in confirming MTS
transcripts by any standard technologies, such as northern
blot, to provide the information on length and abundance
of the transcripts. Therefore, the term “TAF1/DYT3 mul-
tiple transcript system” is ambiguous and misleading. TAF1
and MTS are different genes that have distinct functions,
although some alternative splicing exons of TAF1 are
shared with some MTS transcripts. In particular, we claim
that the neuron-specific isoform of TAF1 was discovered
by us.2

The following are the responses to the points raised by
Müller et al.1

1. As listed in our table 5, the splicing variant of MTS

that includes exons 32′ and 34′ was never detected by our
TaqMan assay.2 Our results from long RT-PCR analysis con-
sistently show that exons 3 and 4 may be just an addi-
tional part of the 3′ UTR of TAF1, rather than part of MTS
(fig. 4a).2

2. As described in the figure legend, our figure 5f shows
weak immunoreactivity of TAF1 in neurons in the patient’s
caudate and glial cells in both tissues but never implies
complete absence of TAF1 in the patient’s caudate.2

3. The possible mechanism between the epigenetic mod-
ification and the reduced neuron-specific expression of the
TAF1, including the neuron-specific isoform that contains
exon 34′, which we discovered, were described in the “Dis-
cussion” section of our article.2

4. The postmortem brain was immediately frozen after
the patient’s death, so the point raised about our post-
mortem sample seems to be excessively speculative.2 How-
ever, we are ready for a confirmatory examination of other
frozen specimens, to give credence to our findings.

5. We hypothesize that neuronal death depends on dif-
ference of local conditions in various brain tissues—for
example, free radical production, calcium flux, local tem-
perature, and dominant neurotransmitters, as illustrated
for dopamine receptor D2 (DRD2 [MIM *126450]) in figure
5c.2

For the family shown in the upper right of figure 3,2 the
picture scanned from the x-ray film was accidentally mis-
aligned when the margin was trimmed. Our original x-ray
film exactly shows the concordant signal with all other
patients, as described in our article.2 For the disease-spe-
cific SVA retrotransposon insertion, there is a striking dis-
crepancy between the results from of our work2 and the
work reported by Nolte et al.3 Nolte and colleagues stated
that they sequenced 260 kb of the critical interval in a
patient with XDP3; however, they did not find the inser-
tion. We studied2 the patients with XDP who had the same
STR/DSCs haplotype as that of the patients examined by
Nolte and colleagues.3 It might be argued that the element
was inserted only in the families we studied who carried
no etiological significance in XDP. Nolte and colleagues
claimed that they determined the genomic sequence be-
yond 260 kb by “cycle sequencing of overlapping PCR
products,”3(p10347) without presenting any detailed infor-
mation about the experimental conditions and without
submitting their genomic sequence to any public data-
base. Such a mutation search analysis requires the com-
pleteness of the sequence to justify its conclusion in the
published work,3 so readers such as us might interpret the
sequence determined by Nolte and colleagues to be con-
tinuous and complete. It is, however, commonly believed
that it is extremely difficult or almost impossible to de-
termine such a large genomic sequence with use of the
PCR-based sequence method, because of the complexity
of the human genome and the well-known technical lim-
itations, especially for long-range PCR. We ask Dr. Nolte
and colleagues to submit their completed sequence to a
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Table 1. Numbers Observed by Wong et al. and the
Abilities of a Binomial and Generalized Binomial Model
to Account for Them

Called in
No. of
Experiments Observed

95% Credible Intervals

Binomial
Generalized
Binomial

0 23,911 23,850–23,970 23,850–23,970
1 340 293–396 290–392
2 50 22–53 37–79
3 46 33–65 20–47
4 15 25–53 13–35
5 15 8–27 9–28
6 15 0–7 5–23

NOTE.—Discrepancies are shown in bold.

public database, to strengthen the quality of their findings
and to enable any researcher interested in this field to
compare with our complete sequence (DNA Database of
Japan accession number AB191243).

We hope that Dr. Müller and colleagues will succeed in
determining the complete and accurate structure and
abundance of MTS transcripts by means of various stan-
dard experiments, including northern blot, probe-hybrid-
ization screening of unbiased cDNA libraries, and TaqMan
assay, and then present a hypothesis about what leads to
the loss of striatal neurons by DSC3 on the MTS gene.

GEN TAMIYA, SATOSHI MAKINO, AND RYUJI KAJI

Web Resources

The accession number and URLs for data presented herein are
as follows:

DNA Database of Japan, http://www.ddbj.nig.ac.jp/Welcome-e
.html (for the complete genomic sequence of the DYT3 region
[accession number AB191243])

Online Mendelian Inheritance in Man (OMIM), http://www.ncbi
.nlm.nih.gov/Omim/ (for XDP, TAF1, and DRD2)
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Numbers of Copy-Number Variations
and False-Negative Rates Will Be
Underestimated If We Do Not Account
for the Dependence between Repeated
Experiments

To the Editor: We read with interest the recent publication
of Wong et al.1 that uses six repeat experiments to provide
estimates of copy-number variation (CNV) numbers and

false-positive and false-negative rates in the absence of a
“gold-standard” set of data. With acceptance of the obvi-
ous limitation that such an approach is not making in-
ference about the true CNV population but only that sub-
set that might be detected via this technology, this appears
to be an ingenious idea (with echoes of capture-recapture
schemes) and is itself worthy of replication.

From the observed values that they report (and repro-
duced in table 1), Wong et al.1 estimate that there are 141
true CNVs (i.e., those 141 that were called in more than
one experiment). This is based on the observation that, if
these data were arising from independent Bernoulli/bino-
mial processes, the probability of calling the same clone
twice by chance would be very small. The authors ac-
knowledge that they are underestimating the total num-
ber of CNVs, since some of the 340 clones called in only
one of the six repeat experiments are likely to be true calls,
but they accept 141 as a conservative (for their purpose)
estimate of the true number of CNVs.

If one formally fits a statistical model to the vector of
observed data, treating it as a mixture of observations from
two binomial distributions (one arising from those clones
that are truly CNVs and one from those that are not), then
one has three parameters to estimate. We need to estimate
the proportion of clones that represent true CNVs, from
which we can later estimate n, the number of CNVs. We
denote the probability of correctly calling a CNV within
any single experiment as p (one minus the false-negative
rate of Wong et al.1) and that of correctly ignoring a clone
that is not a true CNV within any single experiment as q
(one minus the false-positive rate).

The models were fitted using the WinBUGS2 software
package. One would anticipate that both proportions p
and q would be near 1, and so beta prior distributions
were assigned that reflected this. We presume that the
proportion of clones that “are” CNVs is small (probably
of the magnitude of 10�2), and we assign a triangular dis-
tribution over the region 0–0.4. Convergence was quick,
and comparison of prior and posterior distributions gave
no cause for concern. Full details of the model and model
fit are available as detailed at the authors’ Web site.

The values we obtained from this model (given as me-
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dian, with 95% credible interval in parentheses) suggest
that Wong et al.’s estimates1 were very good. Their esti-
mate for p was 0.547, whereas we found it to be 0.514
(0.472–0.554). Their estimate for q was 0.998, and we
found it to be 0.9977 (0.9974–0.9980); their estimate of
n was 141, whereas ours was 154 (120–192). When the
fact that they had deliberately slightly underestimated n
is considered, it seems that their simplified calculation
scheme came at little or no cost.

However, one of the advantages of our fitting the full
model is that we can estimate the number of calls that
should be seen within each of the categories (those called
for all six experiments, those called for five of the six
experiments, etc.). Credible intervals from the binomial
model (table 1) reveal that there are discrepancies between
the expected and observed numbers in the tail of the dis-
tribution. One explanation for this is that the calls be-
tween experiments are not independent; they are, after
all, replicates. Thus, a greater proportion of clones called
by a few experiments will be called by all experiments
than can be accounted for under a binomial model.

One’s first instinct when accounting for this depen-
dency might be to place beta distributions on the param-
eters p and q. We do not take this approach, for three
reasons. First, there are computational issues with fitting
a model of such complexity to seven observed numbers.
Second, such a model suggests a specific form of depen-
dency, and we do not wish to make that restriction. The
dependency would be interpreted as being driven by vary-
ing effect sizes; a CNV representing several gains would
be more likely to be called by each of the experiments
than would one representing little gain. However, even if
there were both uniform effect sizes for each CNV and
uniform levels of evidence, one might wish to account for
a dependence arising from the replicate nature of the ex-
periments. Finally, and more trivially, we recognize that
it is difficult to marry the concept of a false-negative rate
with that of modeling CNVs as coming from some con-
tinuum rather than simply being or not being.

Therefore, we chose to use a mixture of generalized
binomial models—in particular, the multiplicative gen-
eralization presented by Altham3 that includes one extra
parameter v that both models and provides a diagnostic
for the dependence of the experiments. If , a positivev ! 1
dependence between experiments is indicated; if ,v p 1
then the experiments are modeled as being independent;
and if , then we are in the unlikely situation in whichv 1 1
the responses of different experiments are negatively
associated.

The advantages of this model are that it is suitable for
use when only the summary data are available (such as
in this case). Moreover, it is particularly easy to deal with
situations such as this, where every clone features in the
same number of experiments. Finally, it reduces to the
binomial model when only one experiment is performed,
meaning that and still represent the false-pos-1 � q 1 � p

itive and false-negative rates, respectively, for a single ex-
periment and are related to those rates as the number of
experiments increases. Also, as noted, it reduces to the
binomial model when , providing a simple test forv p 1
the hypothesis of independence.

We have chosen to fit a mixture of two generalized bi-
nomial models with a common v parameter, but argu-
ments could also be made for separate v parameters or
indeed for a mixture of a generalized binomial model for
the CNV clones and a standard binomial model for the
non-CNV clones. These alternatives lead to no essential dif-
ferences in the results, except that the estimate of q tends
to be a little greater. The prior distribution given to v was
log-normal and reasonably symmetric about 1, so that we
might interpret departure from the value of 1 as a test of
the independence of the experiments. Fitting our mixture
of two generalized binomial distributions, we find that the
95% credible interval for v is 0.61–0.78, thus showing
strong evidence of dependence between responses to the
repeated experiments and further suggesting that the bi-
nomial model is not adequate.

By accounting for the dependence between experiments,
the model provides a better fit to the observations, in
terms of the values in each contingency cell (table 1), with
regard to both the credible intervals and the x2 statistic
for the goodness of fit (8.9 as opposed to 64.7). The De-
viance Information Criterion, which compensates for the
extra complexity of the generalized model, is reduced to
47 from a value of 87 for the binomial model.

However, our estimate of p for a single experiment,
which takes into account the dependence, is now merely
0.394 (0.340–0.449). This is to be expected if we believe
the responses to be dependent. The estimate for q is less
dramatically altered. One consequence of having a lower
value of p than previously thought (or, in the language of
Wong et al.,1 a higher false-negative rate) is that we are
likely to be missing more CNVs, so our estimate of the
number of CNVs increases to 399 (212–1,139). This is
2.5 times the estimate that arises from the model that
assumed independence.

CNVs are, of course, heterogeneous, and, as we have
stressed, there undoubtedly exist classes of CNVs that we
could not detect with this technology. Therefore, we must
assume that the true number of CNVs (for as much as the
concept is sensible) is greater still. It is also the case that
any sizable heterogeneity between the repeated experi-
ments (in terms of levels of noise, etc.) would impinge on
the interpretation of our results; however, we doubt that
heterogeneity great enough to change our overall conclu-
sions would have been tolerated in any laboratory.

In conclusion, whereas experimental validation of course
remains the ideal when practicable, we applaud the con-
cept of replicated experiments in attempting to estimate
such values. However, we caution that failing to take the
dependence into account can lead to underestimation of
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the false-positive and false-negative rates and, perhaps more
crucially, the of true number of CNVs to be identified.
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Reply to Lynch et al.

To the Editor: The letter by Lynch et al.1(in this issue) described
the application of more-robust statistical modeling for the
determination of false-negative and false-positive rates in
our copy-number variation (CNV) study. Their conclusion
is that the inclusion of dependence in the model increases
the false-negative rate while leaving the false-positive rate
unaltered.

These findings raised key questions as to what meth-
odology should be employed to quantify false-positiveand
false-negative rates in CNV data. To determine false-detec-
tion rates, are single experiments repeated multiple times
preferable to single replication of many experiments or,
alternatively, use of self- versus self-hybridization experi-
ments? Within currently published CNV studies,2–4 which
were derived from different array platforms, these meth-

ods have been employed individually or in combinations
in some studies, whereas others employed completely dif-
ferent methods of quality assessment.5 Clearly, there is a
need for standardization of methods for determining these
rates.

We acknowledge that our analysis of false-positive and
false-negative rates did not account for the dependence
between repeated experiments, although Lynch et. al.1 de-
termined that the false-positive rate (denoted as “q”) was
not “dramatically altered.”1(p419) In fact, on the basis of
their criteria, we have gained confidence in a greater num-
ber of CNV calls than the 800 reported as “high-frequency
CNVs” in our original publication4(p99)—that is, an addi-
tional 736 CNVs seen in only 2 of the 95 individuals (see
data set 2 in the online version of our article4). The in-
crease in the false-negative rate (i.e., decrease in p) would
have broad implications. If the false-negative rate is as high
as Lynch et al. proposed (∼60%), the benefit of repeating
every experiment with the fluorochromes reversed and
eliminating the CNVs not seen in both experiments (also
know as “flip-fluor experiments”) would be offset by the
erroneous elimination of a major portion of real data. Spe-
cifically, by achieving a relatively small false-positive rate,
flip-fluor repeat experiments (with a false-negative rate of
60%) will capture only 16% of the true CNVs in a given
experiment. This raises the question of whether such a
practice would be unacceptable if we wish to identify all
CNVs in the human population.

Currently, there are 16,000 CNVs noted in the Database
of Genomic Variants that affect 13,500 loci.6 The meta-
analysis of the various CNV studies is a major challenge.
With the diverse array of platforms employed, it is im-
portant to consider the advantages and limitations of each
study, since array resolution, DNA reference, genome cov-
erage, and cohort composition vary greatly. Given the lim-
ited overlap between individual studies and the indication
by Lynch et al.1 that we are vastly underestimating their
prevalence, there are likely tens of thousands of CNVs to
be discovered.
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