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Timeliness of Data Sources Used for Influenza Surveillance

LYNNE DAILEY, MPH, ROCHELLE E. WATKINS, PHD, AILEEN J. PLANT, MBBS, DTM&H, MPH, PHD

A b s t r a c t Objective: In recent years, influenza surveillance data has expanded to include alternative
sources such as emergency department data, absenteeism reports, pharmaceutical sales, website access and health
advice calls. This study presents a review of alternative data sources for influenza surveillance, summarizes the
time advantage or timeliness of each source relative to traditional reporting and discusses the strengths and
weaknesses of competing approaches.

Methods: A literature search was conducted on Medline to identify relevant articles published after 1990. A total
of 15 articles were obtained that reported the timeliness of an influenza surveillance system. Timeliness was
described by peak comparison, aberration detection comparison and correlation.

Results: Overall, the data sources were highly correlated with traditional sources and had variable timeliness.
Over-the-counter pharmaceutical sales, emergency visits, absenteeism and health calls appear to be more
timely than physician diagnoses, sentinel influenza-like-illness surveillance and virological confirmation.

Conclusions: The methods used to describe timeliness vary greatly between studies and hence no strong
conclusions regarding the most timely source/s of data can be reached. Future studies should apply the aberration
detection method to determine data source timeliness in preference to the peak comparison method and
correlation.
� J Am Med Inform Assoc. 2007;14:626–631. DOI 10.1197/jamia.M2328.
Introduction
Surveillance is the collection and analysis of data to facilitate
the timely dissemination of results.1 Traditionally, health
departments monitor influenza via legally mandated report-
ing by physicians and laboratories.2 Current research has
focused on the potential of alternative data sources includ-
ing emergency department data, absenteeism reports, phar-
maceutical sales, health advice calls, triage calls and website
access for the timely detection of influenza outbreaks. De-
spite this research, it is still not known which data source is
the mostly timely for influenza surveillance.

Background
Timeliness for influenza and influenza-like-illness (ILI) sur-
veillance has been described using various methods with
different levels of complexity (Figure 1). Timeliness does not
have a well-established definition represented by a mathe-
matical equation.3 However, researchers generally define
timeliness as the difference between the time an event occurs
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and the time the reference standard for that event occurs. In
the literature timeliness has been used interchangeably with
earliness and time lead.4,5

Three methods have been used to compare the timeliness of
different data sources. These are peak comparison, aberra-
tion detection comparison and correlation. Peak comparison
involves calculating the time difference between the peak in
one data source compared to another. This method has been
used in several studies.6–8

Aberration detection involves comparing the date of alert
generated by an algorithm based on one data source against
the date of alert in another. Aberration detection can be
based on a simple threshold where an alert is generated
when the time series exceeds a specific value.8–10 Thresholds
have been based on two or three standard deviations above
the mean10 or arbitrary sales thresholds for over-the-counter
pharmaceuticals.8 Aberration detection based on a threshold
is simple and able to detect shifts in excess of the specified
threshold rapidly,11 however it does not account for tempo-
ral features in the data such as day-of-week effects and
seasonality.

More complex algorithms used for the detection of influenza
outbreaks include moving averages, 4,12 scan statistics and
its variations12,13 and the cumulative sum (CUSUM).14,15

Moving averages and CUSUMs are based on quality control
methods that set a control limit or threshold.16 The moving
average calculates the mean of the previous values and
compares it to the current value. Data closer in time to the
current day can be given a greater weight in the calculation
of the average more than data further in the past, as is the

case with an exponentially weighted moving average
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(EWMA). Moving average charts are more sensitive than
thresholds at detecting small shifts in the process average.17

However, the predictions become accustomed to increasing
counts during the early stages of the outbreak, which can
increase the time to alert.16 This problem is the prime
motivation for using the CUSUM approach.

The CUSUM method involves calculating the cumulative
sum over time of the differences between observed counts
and a reference value which represents the in-control
mean.18 As the algorithm is based on the accumulation of
differences, the CUSUM detects an aberration very quickly
and is able to detect small shifts from the mean.16,18 How-
ever, the algorithm will signal a false alert if changes in the
underlying process not associated with an outbreak occur,
such as a steady rise in the mean.19

Spatial scan statistics are used to detect geographical disease
clusters of high or low incidence and evaluate their statisti-
cal significance using likelihood-ratio tests.20 Spatial scan
statistics identify a significant excess of cases over a defined
spatial region and can adjust for multiple hypothesis test-
ing.21 It differs from the other algorithms described in its
ability to detect spatial as well as temporal clusters.

Timeliness has been assessed by correlation methods, in-
cluding the cross correlation function (CCF)4,5,15,22,23 and the
Spearman rank correlation.24 In terms of correlation, timeli-
ness is defined as the time lag at which the correlation
between two data sources is at maximum significance.23

Specifically, the correlation between two time series is
calculated, and then one of the series is moved in time
relative to the other, representing different time lags. The
correlation is calculated for each time lag, and the timeliness
of a data source relative to another is determined by the
correlation coefficients that are statistically significant.

The cross-correlation function calculates a numerical value
that describes the similarity of two curves over a defined

F i g u r e 1. Three methods for deter-
mining the timeliness of data source A
compared to data source B.
period, with two identical curves having a CCF value of
one.25 To satisfy the assumption of normality, the data have
to be normalized prior to computing the cross correlation
function. A significant CCF at a specific time lag ‘x’ indicates
that the peak in one data source occurs ‘x’ time periods
before the peak in another data source. A significant CCF at
a lag of zero indicates the peaks occur at the same time.25 If
the assumption of normality is violated, a method based on
ranked data, the Spearman rank correlation can be used.
When interpreting correlation values, low correlations may
be statistically significant due to the randomness and vari-
ability in biosurveillance data sources.

In this paper we review the timeliness of biosurveillance
data sources for influenza and ILI surveillance in order to
assess the methods for determining timeliness and the most
timely source.

Methods
We conducted a Medline literature search of papers pub-
lished after 1990 to identify studies on influenza surveil-
lance. Key words included influenza, timeliness, syndromic,
biosurveillance and surveillance. The reference lists of lo-
cated publications were scanned for further relevant publi-
cations. Additional articles and reports were identified with
an internet search engine using the same key words.
Searches were limited to articles published in the English
language. The search identified 73 articles related to influ-
enza surveillance and 112 related to biosurveillance. From
these, articles were included in the review if they described,
tested or reviewed in detail a surveillance system for influ-
enza or ILI and included timeliness in their evaluation
criteria. Articles that did not include any information re-
garding timeliness, or the method for determining timeli-
ness were excluded from this review. In total, 15 articles
(8%) met this selection criterion.

We reviewed these articles and describe the reported detec-

tion method, number of outbreaks, gold standard and
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timeliness. Timeliness was described relative to the gold
standard in days, and an average is given if there were
multiple sites or years compared. Articles that used a
correlation are described in terms of timeliness at a maxi-
mum or significant correlation.

Results
Of the 15 articles reviewed, two used the peak comparison
method, seven used aberration detection comparison, three
used correlations and three used a combination of aberration
detection and correlation. A summary of the findings is
located in Table 1.

Peak Comparison
Two studies used the peak comparison method to assess
timeliness. Welliver and colleagues compared the weekly
percentage change in non-prescription cold remedy sales in
a Los Angeles supermarket chain to the proportion of
positive influenza isolates from children presenting to a
pediatric hospital.6 In one season analysed, they found that
sales of non-prescription cold remedies peaked seven days
earlier than the peak in virus isolation.6

The second study was a school-based influenza surveillance
system that included 44 schools in a Colorado county.7 This
study compared five influenza seasons and found varied

Table 1 y Reported Timeliness, Method and Comparis

Data Source Timeliness method (algorithm)

OTC sales Peak comparison
Cross Correlation

Cross Correlation

Aberration detection comparison
(threshold)

Emergency visit Aberration detection comparison
(threshold)

Aberration detection comparison
(threshold)

Aberration detection comparison
(SMART, Scan statistic)

Aberration detection comparison
(CUSUM)

Aberration detection comparison
(CUSUM)

Aberration detection comparison
(Scan statistic)

Aberration detection comparison
(Scan statistic)

Cross Correlation
Aberration detection comparison

(EWMA)
Emergency visit �65 yrs Aberration detection comparison

(CUSUM)
Absenteeism (school) Peak comparison
Absenteeism (work) Aberration detection comparison

(threshold)
Telephone triage (ED) Cross Correlation

Health advice calls Spearman rank correlation
*International Classification of Diseases (ICD), 9th or 10th Revision.
results. In two of the five years, absenteeism surveillance
peaked seven days earlier than sentinel surveillance. How-
ever for the other three years, there was no time difference
between peaks.7 Hence, over the five year period, the peak
in school-based absenteeism occurred, on average, 2.8 days
earlier than the peak in ILI sentinel influenza surveillance.

Aberration Detection Comparison
Seven of the studies reviewed used aberration detection
comparison. Three studies used a threshold to define alerts,
two used the CUSUM and two used the scan statistic or a
variation of this algorithm. An English study applied the
peak comparison method and thresholds for comparing
over-the-counter (OTC) sales of cough/cold remedies to
emergency department admission data.8 Analysis demon-
strated that peak sales both preceded and lagged the peak in
admissions in the years investigated. However, increases
above a defined threshold of OTC sales occurred 14 days
before the peak in emergency department admissions in all
three years of the study.8

Quenel and colleagues used thresholds to determine the date
of alert for various health service based indicators from hospi-
tals and absenteeism records.9 The threshold above which an
alert was declared was defined as the upper limit of the 95%
confidence interval of the weekly average calculated from

Data Sources in the Literature

Comparison
Mean Timeliness (range)

(reference)

irological confirmation 7 days (6)
CD-9* diagnosis 2.8 days (range -2:7)

Correlation: 0.86-0.93 (5)
CD-9 diagnosis 11.9 days (CI 3.5-20.3)

Correlation: 0.9 (CI 0.87-0.93) (4)
CD-10 diagnosis 14 days (8)

irological confirmation 11.2 days (7-28) (9)

DC influenza activity 14 days (10)

irological confirmation 0 days (12)

entinel ILI 7 days (13)

irological confirmation 1 day (26)

irological confirmation 14 days (14)

entinel ILI 21 days (14)

CD-9 diagnosis 7.4 days (CI -8.34-43.3) (15)
CD-9 diagnosis 10.3 days (95% CI -15.15, 35.5) (15)

irological confirmation 24 days (26)

entinel ILI 2.8 days (0-7) (7)
irological confirmation 8.4 days (7-21) (9)

DC influenza activity 17.5 days
Correlation: 0.25 (22)

entinel ILI 7-21 days
correlation: 0.85 (24)
on of
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non-epidemic weeks. An epidemic week occurred when �1%
of specimens were positive for influenza A. The health service
based indicators increased before virological confirmation
over the five year period. The emergency visit indicator was
the earliest (average 11.2 days, range 7–28 days before
virological confirmation) followed by sick-leave reports col-
lected by general practitioners (average 8.4 days, range 7–21
days).9

The timeliness of algorithmic alerts from an emergency
department surveillance system based on chief complaint
data was compared to the date of the influenza peak
identified by the CDC.10 An alert was defined as a value that
exceeded two standard deviations greater than a historical
constant mean on two of three consecutive days. For the
influenza season investigated, emergency department chief
complaint data alerted 14 days earlier than the peak in CDC
influenza reports.

The use of emergency department medical records for the
early detection of ILI was investigated for one influenza
season in healthcare organizations in Minnesota.26 Visual
inspection of ILI counts and influenza and pneumonia
deaths indicated that ILI counts rose several weeks before
the peak in the number of deaths. A CUSUM detection
algorithm signalled a confirmed influenza outbreak one day
before the first virologically confirmed isolate. When this
analysis was repeated with age stratified data (age �65
years) the algorithm signalled an alert 24 days earlier.26

The CUSUM algorithm was also used to detect trends in
fever and respiratory distress occurrences indicative of in-
fluenza at seven hospitals in Virginia.13 In one of these
hospitals, syndromic data revealed an increase in these two
syndromes seven days earlier than an increase in sentinel
influenza surveillance.13

A syndromic surveillance system based in Colorado identi-
fied unusual clusters of ILI using three statistical models.
These included the small area method (SMART; small area
regression and testing), spatio-temporal method, and a
purely temporal method (spatio-temporal scan statistic us-
ing 100% of the area). These algorithms were used to
compare the timeliness of syndromic chief complaint data
with laboratory-confirmed influenza cases. They found that
despite both data sources showing substantial increases
during the same calendar week, there was a greater absolute
increase in syndromic surveillance episodes.12

Heffernan and colleagues applied the temporal scan statistic
to emergency department chief complaints.14 The signal
produced from respiratory and fever syndromes provided
the earliest indication of community-wide influenza activity
in New York City for the 2001–02 influenza season. The
signal occurred 14 days before an increase in the number of
positive influenza isolates and 21 days before an increase in
the number of sentinel ILI reports. However, the size of
these increases and method for determining the presence of
an increase were not described.

Correlation
Three studies assessed timeliness using the cross-correlation
function, two studies used both the cross correlation func-
tion and a moving average and one study used the Spear-

man rank correlation and a moving average.
Espino and colleagues22 determined the CCF of regional and
state influenza activity to emergency room telephone triage
data based on ten hospitals in a major US city. They found
that telephone triage was seven days (correlation 0.25) ahead
of state influenza activity and 28 days (correlation 0.25)
ahead of regional influenza activity. Hence, at this peak
correlation, emergency room telephone triage was on aver-
age 17.5 days ahead of all influenza activity.

Magruder found that after controlling for day-of-week and
holiday effects, the cross correlation function peaked be-
tween 0.86–0.93 for OTC sales and physician diagnoses. At
this peak correlation, an increase in OTC sales occurred on
average 2.8 days (range 2:7 days) before physician diagnoses
based on two influenza seasons.5

Johnson et al. investigated the correlation between influenza
article access on the internet and CDC surveillance data using
the CCF.23 Although there was a moderately strong correlation
between web access and influenza reports (ranged 0.71–0.80),
the timeliness of this method was variable and hence the
authors could not draw a strong conclusion.23

One pediatric study used both the CCF and an exponen-
tially weighted moving average (EWMA) to determine the
timeliness of free-text chief complaints in the emergency
department to respiratory discharge diagnoses.15 The
mean timeliness calculated across different values of the
weighting parameter in the EWMA analysis varied from
�11.7 to 32.7 with an overall mean of 10.3 days (95% CI
�15.2:35.5). Cross correlation analyses of the three out-
breaks resulted in an average timeliness of 7.4 days (95%
CI �8.3, 43.3).15

Hogan and colleagues also used the combined aberration
detection-correlation method.4 The CCF and an EWMA
algorithm were used to determine the timeliness of sales of
OTC electrolyte products for the detection of respiratory and
diarrhoeal outbreaks.4 Over the three year study period, the
correlation of electrolyte sales to hospital diagnoses based
on raw data was 0.9 (95% CI 0.87–0.93) and OTC sales
preceded diagnoses by 1.7 weeks (95% CI 0.5–2.9) for
respiratory and diarrhoeal outbreaks. Separate timeliness
results were not reported for the respiratory outbreaks.

Doroshenko and colleagues applied an autoregressive
moving average model and Spearman rank correlation to
assess the timeliness of calls to a national telephone
advice service and ILI sentinel reporting. They found
statistically significant but weak correlations up to 21
days lag, suggesting that ILI calls occurred 7–21 days
earlier than an increase in consultations recorded by a
sentinel surveillance network.24

Discussion
This study reviewed the reported timeliness of various data
sources for influenza surveillance. These data sources in-
cluded OTC sales, emergency department visits, absentee-
ism, telephone triage and calls to a health advice line. The
advantage of determining the most timely data source/s for
influenza surveillance lies in their potential use in early
warning systems that could lead to the early implementation
of control measures including antiviral therapy and vacci-

nation campaigns.
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Multiple studies have assessed the timeliness of emergency
department data. Aberration detection comparison was the
most frequently used method and algorithms were based on
thresholds, scan statistics, CUSUM and moving averages.
The reported timeliness of emergency department data
varied between studies and ranged from 0–24 days. The
maximum reported timeliness of emergency department
data was 21 days before sentinel surveillance14 and up to 24
days before virological confirmation when data were strat-
ified by age.26 One study used the cross correlation function
which demonstrated that emergency department diagnoses
were more timely than physician diagnoses at maximum
correlation.15

The potential timeliness of OTC sales as an early indicator
for influenza or ILI ranged between 2.8–14 days. High
correlations between OTC sales and physician diagnoses
were found by two studies.4,5 However, peak comparisons
demonstrated that OTC sales preceded and lagged the gold
standards used in the analyses.8 Based on correlation, OTC
sales were more timely than physician diagnoses.4,5 This
was also supported by an aberration detection comparison,
however the algorithm was not applied to the gold standard
and only an alert-peak comparison was reported.8

Telephone triage was assessed in one study and although
this source had a low correlation with CDC influenza
activity, it was almost 21 days earlier at maximum correla-
tion.22 At significant correlations, health advice calls
occurred up to three weeks earlier than sentinel ILI surveil-
lance. Less promising results of up to 8.4 days were reported
from school and work absenteeism.9

Pre-diagnostic syndromic and biosurveillance data sources
have several advantages over traditional surveillance. School-
based absenteeism has the advantage of monitoring the sub-
population of children that have been reported to be sentinels
for ILI outbreaks.7 Surveillance that employs telephone usage
of advice, triage and emergency calls has the advantage of
leveraging systems already in existence and usually recorded
in an electronic format. In comparison to routinely obtaining
viral cultures, monitoring OTC sales is simple and inexpen-
sive.6 A major limitation to monitoring ED data is that adults
with mild respiratory symptoms usually do not seek medical
care in emergency departments.14

The methods for determining timeliness included peak
comparison, aberration detection comparison and correla-
tion. The peak comparison method is retrospective and can
be used as a preliminary measure to determine the potential
timeliness of one data source compared to another. How-
ever, comparing the peaks of two time series does not
address the question of when an outbreak would be de-
tected as the peak is not always the feature of interest. The
peak comparison method does not account for the size or the
width of the peaks in each time series. An earlier peak in one
data source does not necessarily translate to a timelier
source of data when a detection algorithm is applied in a
prospective setting. For example, an algorithm may alert
first in one data source yet have a later peak in comparison
to another.

The aberration detection method is used to answer the
fundamental question of when an outbreak would be de-

tected. However, a weakness of this method to be consid-
ered when comparing results based on timeliness is the bias
associated with algorithm selection. Numerous algorithms
can be applied to surveillance data, and for each algorithm,
parameter selection affects the time at which the algorithm
will alert. Interpreting the timeliness of one data source in a
particular study location can be affected by the appropriate-
ness of the algorithm and the parameters used in the model.
Hence, algorithm parameters should be set to detect a
defined increase that will satisfy an algorithmic alert in the
data and reflect the temporal features (day-of-week, season-
ality) for a specific location. A sensitivity analysis should
also be conducted to investigate algorithm parameters.

As with peak comparison, correlations produce a prelimi-
nary measure of potential. Correlations are not influenced
by algorithm selection bias and provide a measure of the
relationship between two data sources. However, a limita-
tion of the cross correlation method is that it is sensitive to
large variations in the amplitude of the time series.5 Suyama
and colleagues noted that CCFs are useful in showing that
one data source is more timely than another, however they
cannot be used to define a change or level that might be
indicative of a disease occurrence or outbreak as with
aberration detection.25

Several studies that used the aberration detection method
compared the date of alarm in one data source with the date
of the peak in the gold standard. This introduces bias as
pre-diagnostic data sources would be expected to alarm
earlier than the peak in the gold standard. This could be
further biased by setting a low threshold value, thus result-
ing in an earlier date of detection relative to the peak and
hence increasing the timeliness. In order to find a better
estimate of timeliness between two data sources, the alerts
generated by algorithms on both sources should be com-
pared if a well established indicator doesn’t exist.

Biosurveillance methods provide an alternative surveillance
mechanism for influenza, which is closely linked with the
rise, peak and fall of culture positive cases.7 Overall, the
timeliness of the alternative data sources investigated in this
review were variable, but generally more timely than the
gold standards used for comparison. Alternative data
sources show promise as early indicators for disease out-
breaks, as they were highly correlated with traditional
sources and more timely than physician diagnoses, sentinel
ILI and virological confirmation. No strong conclusion re-
garding the most timely source of data could be reached,
due to the fact that there is little standardisation between
studies, and few have applied rigorous methods of assess-
ment over long time periods. The simultaneous analyses of
several data sources in a single location would improve the
validity of comparisons. However, when assessing the suit-
ability of a data source for early warning, timeliness is only
one component to be considered. For future timeliness
studies, correlation and peak comparisons can be used to
give preliminary results regarding potential; however, aber-
ration detection methods are required for evaluating out-
break detection.
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