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We argue that if there is a category of slightly deleterious muta-
tions, then there should be a category of slightly advantageous
back-mutations. We show that when there are both slightly del-
eterious and advantageous back-mutations, there is likely to be an
increase in the rate of evolution after a population size expansion.
This increase in the rate of evolution is short-lived. However, we
show how its signature can be captured by comparing the rate of
evolution in species that have undergone population size expan-
sion versus contraction. We test our model by comparing the
pattern of evolution in pairs of island and mainland species in
which the colonization event was either island-to-mainland (pop-
ulation size expansion) or mainland-to-island (contraction). We
show that the predicted pattern of evolution is observed.

I t is now well established that there is a category of mutations
that are slightly deleterious; these are deleterious mutations

whose fate is determined by a combination of random genetic
drift and selection. Four lines of evidence suggest that these
mutations exist. First, in many species, nonsynonymous muta-
tions segregate at lower allelic frequencies on average than silent
mutations; this has been observed in humans (1), Drosophila (2,
3), and various bacteria (4, 5). There is also evidence that some
mutations in noncoding DNA are slightly deleterious; in Dro-
sophila, mutations in introns and intergenic DNA tend to
segregate at lower frequencies than synonymous mutations (6),
and, in humans, mutations in conserved noncoding sequences
(7) or sites (8) segregate at lower frequencies than mutations
outside these sequences or sites. Second, species that are ex-
pected to have small effective population sizes have higher ratios
of nonsynonymous to synonymous substitutions (9–15). A sim-
ilar effect is apparent in the sequences upstream and down-
stream of protein-coding sequences (16), and within conserved
nongenic sequences in mammals (17); in both cases, these
sequences appear to be much less well conserved, relative to
intron sequences, in hominids, which have small effective pop-
ulation sizes, than in rodents, which probably have large effective
population sizes. Third, regions of the genome with small
effective population sizes tend to show a higher ratio of non-
synonymous to synonymous substitutions; this is particularly
apparent on the sex-specific chromosomes (18–20). Finally, in
some species the ratio of nonsynonymous to synonymous poly-
morphism is greater than the ratio of nonsynonymous to syn-
onymous substitution. This is particularly evident in the mito-
chondrial genome (21–23). Such a pattern is consistent with the
presence of slightly deleterious nonsynonymous mutations, be-
cause these contribute to polymorphism but rarely become fixed.

There is, therefore, considerable evidence that slightly dele-
terious mutations exist. However, models of molecular evolution
in which all mutations are deleterious predict a decline in fitness,
which is unrealistic, and one might reasonably expect there to be
slightly advantageous mutations if there are slightly deleterious
mutations for two reasons. First, models of molecular evolution
that contain advantageous mutations generally predict there to
be a class of mutations that are slightly advantageous (24–26).
Second, simple back-mutation is expected to generate slightly
advantageous mutations. For example, let us imagine that a site
is fixed for C, and that a new T mutation occurs that is slightly

deleterious with a disadvantage of �s. Let us imagine that this
T mutation spreads through the population and becomes fixed.
If a new C mutation then occurs at this site, it will be slightly
advantageous with an advantage of �s, unless the relative
fitnesses of the C and T alleles have changed. Such a change in
fitness could occur because of a change in the environment or the
fixation of mutations at other sites which have epistatic inter-
actions with the alleles at a site of interest. However, it seems
likely that fitnesses will remain approximately constant, at least
over moderate time scales. Models of evolution in which there
are slightly deleterious mutations and slightly advantageous
mutations are familiar in the study of synonymous codon evo-
lution (27, 28), but they have rarely been considered in studies
of protein evolution (although see refs. 24–26 and 29–31).

Although we expect slightly advantageous mutations to exist,
currently there is only limited evidence for their existence in real
populations; analyses of McDonald–Kreitman (32) type data
within the context of the selection models proposed by Sawyer
and Hartl (33) and Sawyer et al. (34) suggest that there are
weakly selected advantageous mutations (34–37). However,
these data are also always consistent with strongly advantageous
mutations.

Here, we undertake to test for the presence of slightly
advantageous mutations by exploiting a property of models of
molecular evolution that contain both slightly deleterious and
slightly advantageous mutations. Under the ‘‘classic’’ nearly
neutral model of molecular evolution (38), all mutations are
assumed to be neutral, slightly deleterious, or strongly deleteri-
ous, leading to the prediction that the rate of substitution will be
higher for species and genomic regions with small effective
population sizes. This prediction arises from the idea that
purifying selection is less efficient against slightly deleterious
mutations in small populations than in large ones, allowing some
proportion of mildly deleterious mutations to drift to fixation in
small populations. However, as Gillespie (24) first noted, this
simple pattern is not always predicted if the distribution of fitness
effects allows some proportion of mutations to be advantageous.
If there is an expansion in effective population size, there will be
a temporary increase in the rate of substitution because of the
fixation of advantageous mutations that were previously effec-
tively neutral. As a result, the rate of substitution is higher in the
population that has the larger effective population size for some
time after the expansion. Gillespie (24) did not formally dem-
onstrate this behavior, but Takano-Shimizu (39) has shown
theoretically that this increase in the rate of substitution occurs
in a model in which there are slightly deleterious and slightly
advantageous back-mutations.
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There are potentially many different models we could con-
sider in which there are both slightly deleterious and advanta-
geous mutations (24). Here, we choose the simplest model, which
has the clearest biological basis, a model in which each slightly
deleterious mutation has a corresponding slightly advantageous
back-mutation: i.e., if an A mutation at a site fixed for G is
deleterious, the G mutation at the same site fixed for A is
advantageous with the same absolute strength of selection. This
model was previously considered by Takano-Shimizu (39). We
confirm his result that there is an instantaneous increase in the
rate of substitution after an increase in effective population size
and show that this increase can be substantial but that it is
relatively short-lived. However this pattern is seen only if some
mutations are allowed to be slightly advantageous; if all muta-
tions are assumed to be deleterious the rate of substitution is
always predicted to correlate negatively with effective popula-
tion size, regardless of whether an expansion in effective pop-
ulation size has occurred or not. We use a comparative frame-
work to examine cases where there has been an expansion in
population size and those where there has been a contraction, by
choosing pairs of island and mainland species and classifying
them according to the direction of colonization, island-to-
mainland or mainland-to-island. We demonstrate statistically
significant support for models of molecular evolution that allow
adaptive evolution through back-mutation.

Theory
Slightly Deleterious and Advantageous Mutations. Here. we inves-
tigate a simple two-allele model in which the population size is
assumed to have been constant for a long time, so the system is
at statistical equilibrium with respect to mutation, selection, and
genetic drift before there is an instantaneous change to a new
effective population size. We assume that the organism is
haploid, although the model would behave identically if the
organism was diploid and there was genic selection. Let us
imagine that each site can be occupied by one of two alleles, A1,
which has an advantage of �s over A2, and A2, which has a
disadvantage of �s compared with A1. Let us assume that the
mutation rate from A1 to A2 is equal to that between A2 and
A1 and that the mutation rate is sufficiently low that Neu �� 1,
where Ne is the effective population size, and u is the nucleotide
mutation rate. Because Neu �� 1, any one site will typically be
fixed for either the A1 or A2 allele. This model is identical to the
classic models of synonymous codon evolution in which codons
may be either preferred or unpreferred (27, 28).

Let us begin by considering the system before the population
size expansion. The change in the proportion of sites fixed for the
A1 allele f can be modeled by the differential equation

df
dt

� �fuQ��S� � �1 � f�uQ�S� , [1]

where Q(S) � S/(1 � e�S), is approximately N times the
probability that a new mutation with selection strength S � 2Nes
will be fixed (40), and N is the census population size. It is not
difficult to show that the proportion of sites fixed for the A1
allele at equilibrium is

f��S� �
eS

eS � 1
[2]

(27, 28). The rate of substitution at a site in this system is

R�u, f, S� � fuQ��S� � �1 � f�uQ�S� , [3]

which simplifies at equilibrium to

R��u, S� �
2uSeS

�eS � 1��eS � 1�
. [4]

Now, let us consider the dynamics of the system after the change
in population size. Let us assume that the effective population
size becomes � times larger than it was before the change in the
population size t generations in the past. Solving Eq. 1, and
noting that we are assuming that the population was at equilib-
rium before the increase/decrease in population size, we have

f��, S0, �� �
����S0�f��S� � Q��S0��e�����S0� � Q��S0�

���S0�
, [5]

where �(�S0) � Q(�S0) � Q(��S0), � � ut, and S0 is the value
of S before the change in the population size. Substituting the
proportion of sites fixed for the A1 allele after the change in
population size given by Eq. 5 into Eq. 3, we derive an expression
for the rate of substitution after a population size change

R�u, �, S0, �� � f��, S0, ��uQ���S0�

� �1 � f�� , S0, ���uQ��S0� . [6]

We have so far derived expressions for the rates of substitution
at equilibrium and after a population size change, for the case
when all mutations are subject to the same strength of selection.
However, in reality, there is likely to be a distribution of fitness
effects. We assume here that the absolute strength of selection
follows a �-distribution. This distribution has been widely used
to model the distribution of fitness effects because it is simple,
f lexible, and seems to fit the available data fairly well (41)
(although see ref. 42. The �-distribution is governed by a shape
parameter, � and the mean strength of selection, S� :

Z�S� , �, S� �
��/S� ��e���/S� �SS��1

����
. [7]

Under this distribution Eqs. 4 and 6 become, respectively,

R� ��u, S� , �� � �
0

	

Z�S� , �, S�R��u, S�dS [8]

and

R� �u, �, S� 0, �, �� � �
0

	

Z�S� 0, �, S�R�u, �, S, ��dS. [9]

Rate of Evolution. We investigated our model over a range of
�-distribution shape parameters. For each value of the shape
parameter, we found the mean strength of selection, which at
equilibrium, would yield a rate of evolution relative to the neutral
value of 0.05, the value of the nonsynonymous to synonymous
substitution rate ratio (�) that we observe in our data analysis
(see below). However, the results are almost completely inde-
pendent of the mean strength of selection; the mean can vary by
several orders of magnitude and have essentially no effect on the
results either qualitatively or quantitatively; our analysis is
therefore applicable to cases in which � is much higher or lower
than we have investigated.

In Table 1, we give the rate of evolution immediately after a
change in effective population size relative to the rate before the
change. Several points are apparent; first, the rate of evolution
increases if the population size decreases, as we would expect;
selection becomes less effective and more mutations therefore
become effectively neutral. This is also the pattern we would
expect if there were only slightly deleterious mutations (see
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below). If there is an increase in population size, but it is less
�2-fold, then the rate of evolution decreases, as Takano-Shimizu
(39) previously demonstrated. This is because an increase in
population size has two effects; the fixation probability of
deleterious mutations decreases, whereas the fixation probability
of advantageous mutations increases. For small increases, the
change in fixation probability is greater for the deleterious
mutations, and, hence, the rate of substitution slows. If the
increase in population size is 
2-fold, then there is an increase
in the rate of evolution. The magnitude of this increase depends
on the shape parameter of the �-distribution; the smaller the
shape parameter, the smaller the increase. However, the increase
in the rate of substitution can be very substantial; if there has
been an 8-fold increase in effective population size, then there
would be a 1.6-fold increase in rate if the shape parameter was
0.25 and a 2.7-fold increase if the shape parameter was 1.

The increase in the substitution rate is due to the fixation of
slightly advantageous back-mutations, but the rate of evolution
slows as these get fixed (Fig. 1a). After this, the rate of
substitution declines to below the value it was before the increase
in population size. Surprisingly the length of time this increase
persists is largely independent of both the magnitude of the
increase in the population size and of the shape of the distri-

bution of fitness effects; for all combinations of parameters the
increase lasts �0.1/u generations.

If the population size decreases, there is a jump in the rate of
evolution, after which the rate continues to increase slowly until
a new equilibrium state is reached (Fig. 1b). This slow increase
is due to the gradual fixation of slightly deleterious mutations,
which can substitute back to the slightly advantageous allele.

Slightly Deleterious Mutations. We have so far considered a model
in which both slightly deleterious and advantageous mutations
can occur at a site. A model in which there are only neutral,
slightly deleterious, and strongly deleterious mutations, which
we might call the ‘‘classic’’ nearly neutral model, behaves quite
differently. Let us assume there are no advantageous mutations,
so that all mutations are deleterious, although some may be
sufficiently weakly selected so they behave as either effectively
neutral or slightly deleterious. If we assume, as above, that the
distribution of fitness effects is a �-distribution, then it can be
shown that the rate of evolution is

Rd�� , Ne� � � k
Ne
� �

[10]

(43–45) where k is a constant and � is the shape parameter of
the �-distribution. Hence, the rate of evolution after a change in
population size, relative to that before is simply ���, where � is
the increase in population size. In this case, if the population
increases in size, the rate of evolution decreases and vice versa.
To give some numerical examples, imagine that the shape
parameter of the �-distribution is 0.5. If the population doubles
in size, the rate of evolution will decrease by 30%. Conversely,
if the population size decreases by half, the rate of evolution will
increase by 40%.

Testing the Model. The model above suggests a number of tests
that we might use to differentiate a model in which some
mutations are slightly advantageous from one in which there are
only slightly deleterious mutations. First, the rate of evolution is
expected to increase after an increase in population size. Second,
the rate of evolution should decline along a lineage that has
expanded. And third, the rate of evolution should increase
through time if there has been a decrease in population size.
Unfortunately, none of these predictions is easy to test; the
increase in the rate of evolution after a population size expansion
is short-lived, and there are statistical difficulties with trying to
test correlations between the rate of evolution and time because
the estimate of the rate depends on time.

However, there is a test we can conduct that appears to be
robust; we predict that the ratio (X) of the divergence along a
lineage with large Ne, such as a mainland lineage, over the
divergence along a lineage with the small Ne, such as an island
lineage, will depend on whether we are considering an expansion
along the lineage with large Ne (island-to-mainland coloniza-
tion) or contraction along the lineage with small Ne (mainland-
to-island colonization). We predict under our model that Xim the
value of X for island-to-mainland colonizations, will be 
Xmi,
because the former involves a period of adaptive evolution
because of slightly advantageous back-mutations.

To demonstrate that Xim 
 Xmi, we first need to derive
expressions for the amount of DNA sequence divergence that
has occurred since the two lineages being considered diverged.
We assume that one of these lineages remains at a constant
population size, whereas the other expands or contracts; we
assume that this change in population size occurred very soon
after speciation, because this seems reasonable for the data we
are considering. The divergence along the equilibrium and
expanded/contracted lineages are, respectively:

Table 1. The instantaneous change in the rate of evolution after
a population size change

� � � 0.25 � � 0.5 � � 0.75 � � 1.0

0.25 1.3 1.6 2.0 2.5
0.5 1.1 1.2 1.3 1.5
1 1.0 1.0 1.0 1.0
1.5 0.99 0.97 0.96 0.95
2 1.0 1.0 1.0 1.0
4 1.2 1.3 1.4 1.5
8 1.6 2.1 2.4 2.7

16 2.6 3.8 4.7 5.3
32 4.8 7.4 9.3 11
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Fig. 1. The rate of evolution after a population size increase (a) or decrease
(b), relative to the rate before the change in population size.
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D��S� , �, �� � tR� ��u, S� , �� [11]

D��, S� 0, �, �� � �
0

t

R� �u , � , S� 0, � , x�dx . [12]

We can now write expressions for Xim and Xmi:

Xim �
D�Nm/Ni, N is� , � , ��

D��N is� , � , ��
[13]

Xmi �
D��Nms� , � , ��

D�N i/Nm, Nms� , � , ��
, [14]

where Ni and Nm are the effective population sizes of the island
and mainland species, and s� is the mean strength of selection.

Fig. 2 shows the ratio of Xim over Xmi plotted against time, for
two distributions of fitness effects and two levels of difference in
effective population size between the mainland and island
populations. It is evident that Xim is always 
Xmi, and the
difference is often substantial. This suggests that, if there are
substitutions of advantageous back-mutations occurring, after
an expansion in population size, we should be able to detect them
as a difference between Xim and Xmi. The magnitude of Xim/Xmi
depends on two factors. Xim is substantially 
Xmi if the mainland
and island are substantially different in population size and if the
shape parameter of the distribution of fitness effects is large. In
contrast, under the classic nearly neutral model, in which there
are only neutral, slightly deleterious mutations and strongly
deleterious mutations, then Xim � Xmi. In the section below, we
test whether Xim 
 Xmi in real populations.

Results
We predict that the rate of evolution in mainland species relative
to the rate in the island species should be greater when the
colonization has been from island-to-mainland, and hence has
involved a population size expansion, than when the colonization
was mainland-to-island and has involved a population size
decrease. To test this, we compiled eight cases of island-to-

mainland colonization (Table 2) and compared these cases to 43
examples of mainland-to-island colonization compiled by Wool-
fit and Bromham (15). We consider the ratio of the nonsynony-
mous and synonymous substitution rates, �, rather than the rate
of nonsynonymous substitution, to control for differences in the
mutation rate that might exist between island and mainland
species. The values of � for the island-to-mainland examples are
given in Table 2, and the values of Xim are plotted with the values
Xmi in Fig. 3. It is evident that on average Xim is 
Xmi. The
difference between Xim and Xmi is large, the geometric mean
of Xim is more than twice that of Xmi (1.9 versus 0.73), and
the difference is significant (one-tailed Mann–Whitney test
P � 0.006).

There are two potential problems with the chameleon com-
parisons. First, Madagascar is not a small island, and, as a
consequence, there might not have been a significant population
size expansion when Africa was colonized. Second, the evidence
suggesting that chameleons colonized Africa from Madagascar
is not very strong. This biogeographical history is supported by
a phylogeny including morphological and molecular data (46),
but for all of the colonizations to be in the opposite direction
would only require one further colonization event. We therefore
repeated the analysis, removing the chameleon data sets; Xim is
still significantly 
Xmi (P � 0.026).

Additionally, our data set is very biased toward certain groups
of organisms, particularly vertebrates, and within the verte-
brates, reptiles. However, the difference is still significant if we
restrict our comparison to vertebrates (P � 0.011) and nearly
significant even if we exclude the chameleons (P � 0.065). The
differences are also nearly significant if we restrict the compar-
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Fig. 2. The ratio of Xim/Xmi for two DFEs and two values of �, the ratio of the
mainland and island population sizes.

Table 2. Details of the island-to-mainland data sets

Data set Group Island Mainland Gene � (island) � (mainland)

Chameleons I Lizard Madagascar Africa ND2 0.053 0.11
Chameleons II Lizard Madagascar Africa ND4 0.040 0.057
Chameleons III Lizard Madagascar Africa ND4 0.033 0.052
Anolis I Lizard Jamaica North and South America ND2 0.071 0.074
Anolis II Lizard Cuba North America ND2 0.053 0.073
Monarcha Bird Solomon Islands Australia ND2 0.043 0.10
Coraria Plant Pacific island South America rbcL and matK 0.21 2.0
Eleutherodactylus Frog Cuba Central America c-myc 0.16 0.14

Fig. 3. Log10(X) plotted for cases of island-to-mainland colonization (Xim,
upper set of points) and mainland-to-island colonization (Xmi, lower set of
points). Scatter on the y axis within each group of points was introduced to
separate the data.
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ison to just reptiles (clades P � 0.080) but we have relatively little
data: 5 cases of island-to-mainland colonization and 10 cases in
the opposite direction.

Discussion
We have argued, as others have before (24, 29, 31, 38), that, if
there are slightly deleterious mutations, then there are likely to
be slightly advantageous mutations. We have investigated a
model in which slightly deleterious mutation has a corresponding
slightly advantageous back-mutation. We show that these slightly
advantageous mutations manifest themselves as an increase in
the rate of evolution after a population size increase. We show
that this increase in the rate of substitution can be detected by
comparing the rates of sequence divergence in closely related
pairs of island and mainland species. We predict under our
model that the ratio of the rate of evolution in the mainland
species over the rate in the island species should be greater for
cases in which the direction of colonization was island-to-
mainland and hence involved a population size expansion,
compared with a mainland-to-island colonization leading to a
contraction of the island population. We tested this prediction
using DNA sequence data and observed the predicted pattern.

Although we do observe the result we expected in our data
analysis, it is also evident that our model fails to fit the data
perfectly. Although Xim is predicted to be 
Xmi, we also expect
both Xim and Xmi to be �1 once enough time has elapsed
[supporting information (SI) Fig. 4]. However, Xim is signifi-
cantly 
1 (Wilcoxon signed rank test gives P � 0.023), and Xim
is �1 for only a single data set. The majority of Xmi values are
�1, as Woolfit and Bromham (15) showed, but the skew is not
as strong as one might expect; Xmi � 1 for only 27 of 43
comparisons (excluding their Anole data set, which was, in fact,
an island-to-mainland colonization event) (P � 0.063). The
relatively high values of both Xim and Xmi might be due to other
adaptive substitutions that are not simply back-mutations. If the
rate of adaptive substitution is limited by the rate of mutation,
we expect bigger populations to have higher rates of adaptive
substitution for two reasons. First, the mutation rate to any
particular advantageous mutation is higher in larger populations
because there are more alleles to mutate; and second, selection
is effective on a greater proportion of mutations in large
populations. Both of these effects will tend to increase both Xim
and Xmi.

There are potentially several other explanations for the dif-
ference between Xim and Xmi. First, we might expect rates of
adaptive substitution to increase, or selective constraint to
decrease, in a novel habitat. This would tend to increase Xim and
decrease Xmi because, respectively, the mainland and island
species are experiencing new environments and therefore an
increase in the rate of evolution. However, this seems an unlikely
explanation for the following reason. Consider mainland-to-
island colonizations; Xmi will tend to be decreased by both
slightly deleterious mutations and novelty-of-habitat mutations.
However, the geometric mean value of Xmi is not much �1 (0.73
with 95% bootstrap confidence intervals of 0.50 and 1.0), which
means the number of novelty-of-habitat mutations cannot be
very large if slightly deleterious mutations tend to have a large
effect on the substitution rate. We expect slightly deleterious
mutations to have a substantial effect on the rate because the
average shape parameter for the �-distribution estimated from
mtDNA is 0.93 (31); this means, for example, that a 2-fold
reduction in effective population size will generate a 2-fold
difference in the substitution rate (Eq. 10). Hence, there cannot
be many novelty-of-habitat mutations under this hypothesis,
which means that Xim and Xmi cannot be very different. We
demonstrate the limitations of this hypothesis more quantita-
tively in SI Text.

It is also possible that the difference between Xim and Xmi is
due to the fixation of slightly deleterious mutations during the
bottleneck in population size that is expected to have occurred
during colonization; this will tend to elevate Xim and decrease
Xmi. This also seems an unlikely explanation, because we expect
the duration of the bottleneck to have been short relative to the
time scale over which we have estimated the substitution rates.

We have considered a simple model of evolution in which each
slightly deleterious mutation has a corresponding slightly ad-
vantageous back-mutation. Back-mutations would seem to be
the most obvious source of slightly advantageous mutations.
However, it is possible that a slightly deleterious mutation at one
site can be compensated for by an advantageous mutation at
another site, as appears to be the case in the evolution of RNA
molecules (47) and possibly proteins (48). It seems likely that
these compensatory mutations will be less common than back-
mutations. Furthermore, these compensatory mutations are
likely to be weakly selected unless one advantageous mutation
can compensate for the effects of many deleterious mutations, so
our central conclusion, that there is a category of slightly
advantageous mutations, remains supported.

There are a number of potential problems and limitations with
our data analysis. First, our analysis is dominated by data from
mitochondrial DNA. Second, we have assumed that synonymous
mutations are neutral. Although selection on synonymous codon
use is well documented in bacteria (49) and the nuclear DNA of
many eukaryotes (50), there is no evidence of selection on
synonymous codon use in mitochondrial DNA, which make up
the bulk of our data. If there is selection on synonymous codon
use, we might expect an increase in the rate of synonymous
substitution during population size expansion for the same
reasons that we expect an increase in the rate of protein
evolution. How � behaves will depend on the distribution of
fitness effects of both nonsynonymous and synonymous muta-
tions. Second, our data analysis is not the balanced design we
would like; ideally we would compare cases of island-to-
mainland colonization and mainland-to-island colonization for
species from the same genus involving the same islands and
mainland. It is therefore possible that our results are due to
various biases in our data set; for example, it might be that the
difference between the mainland and island species’ population
sizes is actually smaller for the island-to-mainland colonization
cases, than for the mainland-to-island cases. Fourth, Bazin et al.
(51) have recently shown there is no correlation between census
population size and mitochondrial DNA diversity (although see
ref. 52 for a counterexample). This suggests that an increase in
census population may not lead to an increase in effective
population size for mitochondrial DNA.

Although there is little evidence of widespread adaptive
evolution in hominids (53, 54), it has been estimated that maybe
50% of amino acid (55, 56) and 20% of all (6) substitutions are
a consequence of adaptive evolution in Drosophila. The level of
adaptive evolution might be even higher in bacteria (4) and
viruses (57, 58). Therefore, a question of great interest is how
much of the adaptive evolution we detect is due to back-mutation
and how much is in response to changes in the environment. The
estimates of adaptive evolution cited above were obtained by
comparing levels of polymorphism and substitution using the
McDonald–Kreitman approach (32). It can be shown that this
method does not detect slightly advantageous back-mutations
when the population size is stationary (J.C. and A.E.-W., un-
published data). However, it may be that some of the adaptive
evolution that we detect is a consequence of back-mutations
when there has been population size expansion. This remains to
be investigated.
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Materials and Methods
We test for the presence of advantageous back-mutations by
comparing Xim and Xmi. We took our values of Xmi from the study
of Woolfit and Bromham (15), who compared the nonsynony-
mous over synonymous rate ratio, �, values from island and
mainland species. The direction of colonization was mainland-
to-island in all but one of their 44 cases (M. Woolfit, personal
communication). Unfortunately, island-to-mainland coloniza-
tion is relatively rare, and we were able to compile only eight
(largely) independent cases. The comparisons are not entirely
independent because the outgroup from Chameleons I, Rham-
pholeon spectrum, is one of the mainland species in Chameleons
II. This level of nonindependence is not likely to be a major
problem. Details of the data sets are given in Table 2 and SI
Table 3. The evidence for the direction of colonization is as
follows: Chameleons (46), Anole lizards (59), Monarcha birds
(60), Coraria plants (61), and Eleutherodactylus frogs (62). In
each case, the direction of colonization is inferred from a
phylogeny by using parsimony.

In each data set, we have one or more island species, one or
more mainland species, and at least one outgroup species. For
those data sets in which we had more than two island and

two mainland species available, we selected two island and two
mainland species such that the basal branch to the island
and mainland clades was relatively short; we did this to maximize
Xim and hence maximize the chances of detecting adaptive
evolution via back mutation. However, we have basal branch
information for only three of our comparisons (for the Monar-
cha, the basal branch is so short that Xim is undefined), and the
results are qualitatively similar to those for the complete clades,
so we present only the complete clade analysis.

For each data set we used PAML (63) to estimate � across the
tree. We allowed the outgroup, the island and the mainland
clades/lineages, to have their own � value. The � values were
estimated by using the F4 � 3 model, as used by Woolfit and
Bromham (15). We also note that the majority of data analyzed
by Bromham and Woolfit came from mitochondrial DNA, just
as our data does. We analyzed � values rather than dN to control
for any differences in the mutation rate between lineages.
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