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The inhibitory action of glycine and GABA in adult neurons consists
of both shunting incoming excitations and moving the membrane
potential away from the action potential (AP) threshold. By con-
trast, in immature neurons, inhibitory postsynaptic potentials
(IPSPs) are depolarizing; it is generally accepted that, despite their
depolarizing action, these IPSPs are inhibitory because of the
shunting action of the Cl� conductance increase. Here we investi-
gated the integration of depolarizing IPSPs (dIPSPs) with excitatory
inputs in the neonatal rodent spinal cord by means of both
intracellular recordings from lumbar motoneurons and a simula-
tion using the compartment model program ‘‘Neuron.’’ We show
that the ability of IPSPs to suppress suprathreshold excitatory
events depends on ECl and the location of inhibitory synapses. The
depolarization outlasts the conductance changes and spreads elec-
trotonically in the somatodendritic tree, whereas the shunting
effect is restricted and local. As a consequence, dIPSPs facilitated
AP generation by subthreshold excitatory events in the late phase
of the response. The window of facilitation became wider as ECl

was more depolarized and started earlier as inhibitory synapses
were moved away from the excitatory input. GAD65/67 immuno-
histochemistry demonstrated the existence of distal inhibitory
synapses on motoneurons in the neonatal rodent spinal cord. This
study demonstrates that small dIPSPs can either inhibit or facilitate
excitatory inputs depending on timing and location. Our results
raise the possibility that inhibitory synapses exert a facilitatory
action on distant excitatory inputs and slight changes of ECl may
have important consequences for network processing.

chloride homeostasis � facilitation � inhibition � synaptic integration

GABA and glycine are excitatory in the immature spinal cord
and become inhibitory during development. The shift from

depolarizing to hyperpolarizing inhibitory postsynaptic poten-
tials (IPSPs) occurs during the first postnatal week (1), a time
window during which motoneurons (MNs) undergo considerable
maturation of membrane properties (see ref. 2 for review). Some
15 years after the demonstration that GABA and glycine depo-
larize immature neurons (3–12), the excitatory or inhibitory
nature of these depolarizations is still a matter of debate. A
critical factor appears to be the equilibrium potential for Cl� ions
(ECl) relative to action potential (AP) threshold. Spinal cord
neurons in 4- to 7-day-old cultures exhibit spontaneous firing
that is depressed by application of bicuculline to block GABAA
receptors, suggesting that GABA release from developing axons
can drive sodium APs (13). Similarly, a brief application of
glycine onto the in vitro spinal cord isolated from fetal rats, at
embryonic day 15.5 (i.e., 1 week before birth), evokes excitatory
responses that are abolished by strychnine (14). Therefore, there
is no doubt that GABA and glycine can play an excitatory role
at an early stage of the development of spinal MNs and
interneurons when ECl is above the AP threshold. The question
of the excitatory and/or inhibitory nature of GABA/glycine is
more difficult when ECl is negative to the threshold for APs but
more positive than the resting membrane potential, which is the
case in lumbar MNs during the first postnatal week in rats (1) and

mice (15). The depolarization is sufficient to activate voltage-
dependent calcium channels, remove the voltage-dependent
magnesium block from NMDA channels, and induce a rise in
intracellular calcium (16). It is generally accepted that, despite
their depolarizing action, GABA/glycine can be inhibitory in
immature spinal MNs because of the shunting action of the
increased Cl� conductance (4, 17–19). Evidence in support of
this idea derives from experiments showing that depolarizing
current pulses that produce APs in saline solution fail to evoke
APs in the presence of GABA or glycine in the bath [spinal (18)
and hypoglossal (19) MNs]. However, little is known about how
depolarizing IPSPs (dIPSPs) interact with other synaptic inputs.
The only report examining this issue in the spinal cord revealed
that IPSPs evoked in MNs consistently inhibit excitatory PSPs
(EPSPs) elicited at the top of the dIPSP (19). However, GABA
was recently reported to have excitatory actions in the cortex
(20) and hypothalamus (21). Beyond the developmental consid-
erations, there is a need to understand these mechanisms
because inhibitory amino acids depolarize neurons in some
pathological conditions [i.e., neuronal damage, peripheral
nerve-induced chronic pain, human temporal lobe epilepsy
(22–26)], and recent findings demonstrate a spatial segregation
of GABA-evoked depolarizing and hyperpolarizing responses in
different compartments of individual interneuronal processes
(27). In this study, we investigated the integration of dIPSPs with
excitatory inputs in the neonatal rodent spinal cord. We define
some of the conditions (e.g., timing, location, and ECl) under
which GABA/glycinergic inputs can facilitate AP generation
when paired with subthreshold excitatory inputs. Preliminary
results have been presented.¶

Results
Duration of Inhibition Depends on EIPSP and Location of Inhibitory
Synapses. We examined the effective strength of inhibitory synapses
by testing the ability of IPSPs to block APs evoked by depolarizing
current pulses (referred to here as ‘‘functional inhibition’’). Before
being elicited concurrently, the ventral funiculus (VF) stimulation
and the current pulses were first presented independently to
measure the reversal potential of IPSPs (EIPSP) and to adjust the
intracellular current strength slightly above threshold (T) for AP
generation (�1.1 � T). In the MN shown in Fig. 1A1, the IPSP
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elicited by VF stimulation was slightly depolarizing at resting
membrane potential (VREST � �67 mV; EIPSP � �64.8 mV). The
IPSP suppressed APs in a 55-ms time window after the onset. The
MN shown in Fig. 1A2 had a more depolarized EIPSP (�56 mV).
The ability of the IPSP to inhibit APs was reduced (28 ms)
compared with the MN in Fig. 1A1 (Fig. 1A3). Fig. 1B represents
the duration of the functional inhibition for all of the MNs recorded
as a function of EIPSP. The duration decreased significantly as EIPSP
shifted toward more depolarized values. These results suggest that
dIPSPs are less able to suppress suprathreshold excitatory events
than hyperpolarizing IPSPs, suggesting that the depolarization
counteracts and can overcome the shunting effect.

To better understand how EIPSP and the location of inhibitory
synapses affect the inhibitory action of IPSPs, we modeled the
IPSP–EPSP interaction by means of the compartment model
program ‘‘Neuron.’’ VREST was set to �75 mV, a realistic value for
neonatal MNs (1). Consistent with our experimental observations,
these simulations revealed that somatic IPSPs prevented AP initi-
ation when paired with suprathreshold EPSPs (1.07 � T) generated
on the soma, whatever the value of ECl from �80 to �55 mV (Fig.
1D, black traces; Fig. 1E, black line and dots). This inhibitory effect
reflects the conductance change accompanying the somatic IPSP
(ginhmax � 120 nS). The kinetics of the chloride conductance
associated with the inhibitory synapse was an �-function with a time
constant of 15 ms (see Materials and Methods). The time courses of
the conductance change and the resulting IPSP are indicated in
supporting information (SI) Fig. 5. The duration of this inhibition
decreased significantly as ECl was set to more depolarized values
(correlation, P � 0.0001). We next investigated the influence of

IPSP location on the suppression of AP generated by somatic
EPSPs. The time window of functional inhibition became shorter as
the inhibitory synapses were moved to 25 �m away from the soma
(Fig. 1E, blue line and dots; slopes of regression lines from �80 to
�65 mV were significantly different; P � 0.05; data not shown). A
further shortening was observed as the inhibitory synapses were
moved toward apical dendrites (Fig. 1D Bottom, violet trace; Fig.
1E, orange, violet, and brown lines for IPSPs generated at 50, 100,
and 200 �m from the soma, respectively). Moving IPSP location
along the dendrites reduced the range of ECl for which IPSPs
prevented AP initiation on the top of suprathreshold EPSPs (1.07 �
T) generated on the soma. For instance, dIPSPs generated at
100–200 �m from the soma did not inhibit EPSP-induced firing
(Fig. 1E, violet and brown lines). The effect of slight changes in ECl
on the duration of functional inhibition was more important for
distal than somatic inhibitory inputs as shown by the steepest curves
(Fig. 1E). These results show that the ability of IPSPs to be
inhibitory depends not only on the conductance changes, but also
on the amplitude of the hyperpolarization or depolarization and the
location of inhibitory synapses.

Shunting Action Is Local, Whereas Depolarization Spreads Electrotoni-
cally. The duration of the time window over which IPSPs blocked
the evoked APs (functional inhibition) was correlated with the
duration of the depolarization (r � 0.35, n � 37 MNs; P � 0.05,
Pearson; data not shown). However, the duration of functional
inhibition was significantly shorter than that of IPSP (47.3 � 3.7 ms
and 136 � 12.4 ms, respectively; n � 37; P � 0.0001; paired t test;
data not shown). To better understand the reason for the mismatch

Fig. 1. EIPSP and location of synapses affect the inhibitory action of IPSPs. (A1 and A2) Responses evoked in L4 MNs by VF stimulation (vertical dotted line) in
the absence (Top) or presence (Middle) of suprathreshold current pulses (Bottom). VREST in both cases, �67 mV. Red, time window during which VF stimulation
prevented the cells from firing. (A3) Frequency distributions of APs elicited by current pulses (black and gray traces, MNs shown in A1 and A2, respectively). Same
time scale as in A1 and A2. (B) Duration of inhibition and EIPSP are negatively correlated (r � �0.57; n � 23 MNs; P � 0.01, Pearson). (C) Compartment model used
in simulations. Excitatory inputs were set on the soma, whereas inhibitory inputs were moved along the dendrites. (D) Depolarizing (Top) and hyperpolarizing
(Middle) IPSPs generated on the soma (Left) and at 100 �m from the soma (Right). APs are truncated. VREST, �75 mV. (Bottom) Changes in input resistance
measured at the soma level. (E) Duration of functional inhibition (D, red) generated at the soma level by inhibitory synapses at different locations along dendrites,
plotted against ECl.
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between these two durations, we examined the timing and propa-
gation of both the conductance change and depolarization in the
model. Subthreshold EPSPs were evoked in the soma (Fig. 2B).
IPSPs were generated at different somatic and dendritic locations
(Fig. 2A) with ECl set to �75 mV (ECl � VREST), meaning that the
conductance increase was not associated with any effect on the
membrane potential of the cell model. The amplitude of EPSP was
measured. Inhibitory synapses generated on the soma caused a 45%
reduction of EPSP amplitude (Fig. 2B; onset of inhibition indicated
by vertical dotted line; Fig. 2C, black line). The inhibition markedly
decreased as the inhibitory input was slightly moved away from the
soma. The EPSP was reduced by only 14% and 7% with inhibitory
synapses at 25 and 50 �m from the soma, respectively (Fig. 2C, blue
and orange lines). Synapses at 100 �m and farther had little effect
(�2% reduction of the EPSP; Fig. 2 B Lower and C, violet and
brown lines).

We next examined the spread of the depolarization when ECl was
above VREST. ECl was set to �60 mV, and inhibitory inputs were
evoked at different somatic and dendritic locations (Fig. 2D). The
effects of IPSPs on both EPSPs amplitude (‘‘shunting effect’’) and
the membrane potential recorded from the soma were normalized
relative to the maximal effect observed when inhibitory synapses
were set to the soma (Fig. 2 E and F plotting the values obtained
at times t � e and t � f, respectively, in Fig. 2 C and D). With
inhibitory synapses on the soma, 70 ms after the IPSP onset (at time

t � f in Fig. 2 C and D), the membrane potential was still depolarized
at 48% of the maximal amplitude, whereas the shunting effect had
markedly decreased to 17% (Fig. 2F), thereby confirming that
the time course of the conductance change is faster than that of the
resulting IPSP (SI Fig. 5) because of the relationship between the
membrane potential V and the ionic current i that permeates
through the opened chloride channel (dV/dt � i/cm, with cm the
membrane capacitance).

The depolarization induced in the soma slightly decreased as the
inhibitory synapses were moved from 0 to 500 �m from the soma,
whereas the conductance increase dropped within 50 �m (Fig. 2
C–F). Therefore, the major conclusion is that the depolarization
spreads electrotonically as inhibitory synapses are moved away
from the soma, whereas the shunting is local.

Excitatory Actions of dIPSPs. Depolarizing IPSPs never reached AP
threshold in any of the recorded cells. We investigated the inter-
action of dIPSPs with subthreshold excitatory events occurring at
different times during depolarization. In the in vitro spinal cord, we
combined dIPSPs with subthreshold depolarizing current pulses
injected into MNs. These pulses induced a much smaller depolar-
izing potential when applied at around the peak of the IPSP
presumably because of the shunting effect (Fig. 3A, red). By
contrast, when occurring on the decay phase of the synaptic
response, the pulse triggered an AP. The facilitation (Fig. 3A,
green) started at a time when there was no more blockade of
current-evoked APs, but the neuron was still depolarized (onset of
facilitation, 72.5 � 14.9 ms, n � 11; end of functional inhibition,
51.4 � 8 ms, n � 8; correlation between these two parameters, r �
0.80, n � 8; P � 0.05, Spearman). The onset of the facilitation was
correlated with both EIPSP (r � �0.62, n � 11; P � 0.05, Spearman)
and the duration of IPSPs (r � 0.8, n � 11; P � 0.01, Spearman).
Note that in three cells the facilitation started quite early, at around
the peak of the IPSP, which is after the peak of the conductance
change (SI Fig. 5); these neurons had a depolarized EIPSP (�43.7
mV in average). To further determine whether the facilitation was
because of depolarization or a possible decreased conductance, we
calculated the time constant of the MN membrane. A nonsignifi-
cant trend toward a decrease was observed in the time window
during which there was the facilitation (�17%; P � 0.05; n � 6).
These results suggest that the IPSP-mediated facilitation of sub-
threshold excitatory currents was critically dependent on the am-
plitude and duration of the dIPSP and likely results from the fact
that the membrane potential remains above AP threshold, whereas
the conductance change has decayed back to control levels.

We modeled the interaction between dIPSPs and subthreshold
(�0.92 � T) EPSPs. As was observed physiologically with
depolarizing current pulses, the IPSP promoted AP firing if the
paired subthreshold EPSP was timed to occur on the decay phase
of the IPSP (Fig. 3B). Changing the delay between inhibitory and
excitatory inputs enabled us to measure the timing and duration
of the facilitation. The window of facilitation became wider as
ECl was set to more depolarized values (Fig. 3D) and started
earlier as inhibitory synapses were displaced distally along
dendrites (Fig. 3D). As a result, inhibitory inputs located at 100
�m from the soma had a facilitatory action on somatic excitatory
inputs over the whole duration of the dIPSP (Fig. 3D). Note that
this facilitation occurred with ECl set to relatively hyperpolarized
values (�65 mV at 100 �m and �69 mV at 200 �m; i.e., only
6–10 mV above VREST) and EPSPs with an amplitude set to
0.85 � T. By contrast, a facilitation induced by somatic inhibitory
inputs required ECl to be set to values more positive than �53
mV (Fig. 3C, black). Facilitatory action on distant excitatory
inputs was observed regardless of the location of the inhibitory
and excitatory synapses. Somatic inhibitory inputs were indeed
able to promote AP firing when paired with subthreshold EPSPs
generated by synapses at 200 �m from the soma (SI Fig. 6).

We combined both the inhibitory and excitatory actions of IPSPs

Fig. 2. Electrotonic spread of dIPSPs. (A) Model. (B) Effect on trains of
somatic subthreshold EPSPs of IPSPs generated on the soma and at 100 �m on
dendrites. (C) Time course of the IPSP-induced reduction of the somatic EPSP
for different locations of inhibitory synapses (same colors as in A). ECl was set
at VREST to prevent any change in membrane potential. (D) Time course of
membrane potential changes at the soma level induced by dIPSPs generated
at different loci. (E and F) Effects of IPSPs on both the somatic membrane
potential and reduction of somatic EPSPs (‘‘shunt’’), plotted against the
location of inhibitory synapses. Both parameters are normalized relative to
the maximal effect observed when inhibitory synapses are set to the soma
(black trace at time t � e in C and D). E and F correspond to the values obtained
at times t � e and t � f, respectively, in C and D.
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on the same graphs to get the global picture of the conditions
(timing, location, and ECl), under which IPSPs can facilitate or
inhibit AP generation, when paired with sub- or suprathreshold
excitatory inputs, respectively (Fig. 3E). Inhibitory inputs on the
soma had only inhibitory actions regardless of the value of ECl
within the �55- to �80-mV range. Proximal inputs (e.g., 25 �m)
had an inhibitory effect for ECl less than �60 mV. For more
depolarized ECl values, the effect was strongly dependent on the
timing, with inhibitory action occurring early in the IPSP and
facilitation occurring later (Fig. 3 B and E). Interestingly, this
temporal separation was not observed in the case of more distal
inhibitory inputs (Fig. 3E; 100–200 �m) for which a slight depo-
larizing shift of ECl (3–5 mV) within a range of potentials close to
VREST (less than �65 mV) was able to switch the action of inhibitory
synapses from inhibition to facilitation. The global picture of the
excitatory and inhibitory effects was not markedly changed by
modifying the time constant (Tauinh) of IPSPs (SI Fig. 7). Note also
that the spread of the conductance change does not depend on the
space constant. By contrast, the spread of depolarization, and
therefore the facilitatory action of dIPSPs, increases with space
constant (simulations not shown; see SI Text). These results reveal
the dual personality of distal inhibitory inputs; the expression of
either the inhibitory or excitatory actions relies on the critical
regulation of ECl.

Presence of GAD65/67 Immunoreactive Synaptic Boutons on Distal
Dendrites of Neonatal MNs. To establish whether inhibitory inputs
are observed on the distal part of dendrites in the neonatal spinal
cord, eight MNs (five identified from the L5 ventral root and three
from the L4 ventral root) were analyzed and quantified in terms of
the immunoreactive sites for the GAD65/67 antibody and are
presumed to be GABAergic boutons. The average somatic area
through the largest plane of the soma was 401.1 �m2 (n � 8).
Putative GABAergic synaptic boutons were observed throughout

the somatodendritic tree of the MNs (see Fig. 4). We analyzed 26
dendrites emerging from the soma (primary dendrites; 0–25 �m in
length), 30 dendrites of 25–50 �m distance from the soma, 21
dendrites of 50–100 �m from the soma, 20 dendrites of 100–200 �m
from the soma, and 4 dendrites of 200–250 �m from the soma.

The synaptic bouton size was measured randomly for all four
dendritic lengths and around the soma. We measured 516 synaptic
boutons that were immunoreactive for GAD65/67. There was no
statistical difference in the size of GAD65/67-positive synaptic
boutons between the soma and any of the dendritic lengths (around
soma, 1.05 � 0.05 �m, n � 55; 1.07 � 0.03 �m in 0- to 25-�m
dendrites, n � 84; 1.05 � 0.03 �m in 25- to 50-�m dendrites, n �
87; 1.08 � 0.02 �m in 50- to 100-�m dendrites, n � 138; and 1.02 �
0.02 �m in 100- to 200-�m dendrites, n � 152).

GAD65/67 immunoreactive boutons were observed on the soma
(Fig. 4B) as well as on all dendrites of the MNs (Fig. 4 C and D).
GAD65/67-positive boutons were observed in all dendrites ana-
lyzed except one. No difference in the synaptic coverage was
observed between different projection dendrites. There were, on
average, 8 boutons around the soma of the MN and �3 boutons per
25 �m of dendritic length for the first 50 �m of the dendrite (Fig.
4E). The number of boutons slightly increased to 3.8 per 25 �m for
more distal dendrites (50–100 �m); there was a nonsignificant trend
toward a reduction to �1.5 per 25 �m for the most distal dendrites
(200–250 �m; P � 0.05; one-way ANOVA). In some instances,
immunoreactive boutons were observed to make contact with
spines emanating from distal dendrites (Fig. 4D3, white double
arrowhead). Altogether these results suggest the existence of distal
inhibitory synapses on MNs in the neonatal rodent spinal cord, in
agreement with data on adult cats (28, 29).

Discussion
We report here that dIPSPs can either inhibit/shunt or facilitate
other depolarizing potentials depending on three factors: (i) the

Fig. 3. Excitatory actions of dIPSPs. (A) VF stimulation-evoked response in an L4 MN in the absence (Top) or presence of current pulses (suprathreshold: Middle,
50 sweeps; subthreshold: Bottom, single sweep). VREST � �68 mV. Histogram represents the frequency distribution of APs elicited by current pulses of the same
magnitude, which were most often (98%) subthreshold when delivered before VF stimulation (t � 0). (B) Inhibition (at 25 �m from soma; ECl � �55 mV) and
subthreshold excitation (at the soma) presented independently (Top and Middle) or concurrently (Bottom) in the compartment model. (C) Time windows of the
dIPSP-evoked facilitation of cell firing at different values of ECl. Colors correspond to different loci for inhibitory synapses. (D) Subthreshold EPSPs trigger APs
during the whole duration of the IPSP evoked at 100 �m from soma. Note the hyperpolarized value of ECl (�65 mV). (E) Global pictures of inhibitory (inhibition
of suprathreshold EPSPs) and excitatory (facilitation of subthreshold EPSPs) effects depending on both ECl and the location of inhibitory inputs.
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ECl relative to VREST, (ii) the relative timing between the IPSP
and the other excitatory inputs, and (iii) the location of inhib-
itory synapses on the somatodendritic tree. When ECl is between
VREST and the AP threshold, the effect on excitability depends
on the relative weight of the inhibitory action of the conductance
change and the excitatory action of the depolarization (20, 30).
These actions have different time courses, such that the excita-
tion dominates in the late part of the IPSP. More important, the
conductance change is a local effect, whereas the depolarization
spreads electrotonically. As a consequence, inhibitory synapses
inhibit local excitations and exert a facilitatory action on distant
excitatory inputs. Facilitation may be observed with values of ECl

quite close to VREST.
Periodic spontaneous activity is generated by the immature

spinal cord (14, 31–35) and other networks of the CNS (36). It
is widely believed to participate in the functional and structural
maturation of these developing networks (37, 38). There are
marked changes in the neurotransmitters responsible for the
genesis and modulation of this spontaneous activity. At the
earliest stages, cholinergic and glycinergic transmission are
primarily responsible for the activity (35, 39). At this age,
application of glycine to the spinal cord, in vitro, triggers bursts
discharges in ventral roots, suggesting that ECl is more positive
than the AP threshold. At the latest stages, the activity relies
mainly on glutamatergic transmission. During the middle stage,
the spontaneous activity involves non-NMDA glutamatergic,
nicotinic acetylcholine, glycine, and GABAA receptors. All of

these transmitter/receptor systems provide a component of
excitation necessary to achieve rhythmicity (35).

The circuit generating these activities exhibits considerable plas-
ticity, such that, for instance, after blockade of glutamatergic
synaptic transmission, spontaneous bursting in the chick spinal cord
recovers and is, at that time, driven by glycinergic and GABAergic
connections (40, 41). The present results can fully account for the
synergistic actions of different transmitter systems in spontaneous
bursting, when ECl in MNs [�55/�65 mV in the perinatal rat (18)]
is below the threshold potential for the inward sodium currents (42).
At that stage, inhibitory amino acids may indeed promote network
bursting by providing a subthreshold depolarization, on the top of
which cholinergic and glutamatergic EPSPs are able to reach the
firing threshold. A key action of GABA and glycine on distal
dendrites would be to increase the general excitability of the soma
and proximal dendrites; this action may be tonic and/or phasic. The
GABA/glycinergic input may exert a temporally nonpatterned,
facilitatory action in the generation of network events, as proposed
recently in the hippocampus (43). In agreement with such a
possibility in the spinal cord, a tonic GABAA current has been
demonstrated in chicken embryo MNs (44); this current can
depolarize neurons by �8 mV. Alternatively, a phasic GABA/
glycinergic input on distal dendrites may convert a tonic subthresh-
old excitatory input into a phasic response. MN firing activates
Renshaw cells, which provide a recurrent GABA/glycinergic facili-
tatory feedback drive on MNs. An important point in the two
previously proposed mechanisms is the characteristic slow decay of

Fig. 4. Presence of GAD65/67 immunoreactive synaptic boutons on the soma and dendrites of neonatal MNs. (A) A 2D reconstruction from confocal images
acquired in the z axis of a P3 MN filled intracellularly with Alexa 568 Hydrazide. (B1, C1, and D1) GAD65/67 immunoreactivity scanned at a single optical plane
(thickness, 0.39 �m). (B2, C2, and D2) Single optical planes (as in B1, C1, and D1) showing superimposed GAD65/67 immunoreactivity and the various aspects of
MN morphology (red). (B3, C3, and D3) Projection images from several optical planes demonstrating multiple sites of contact (arrows). Total thickness: B3, 2.3
�m; C3, 2.7 �m; D3, 3.5 �m. The white double arrowheads in D3 show putative contact points on dendritic spines. (B1) GAD65/67. (B 2 and 3) GAD65/67 plus Alexa
568 Hydrazide. (C) Dendritic extent: 50–100 �m. (D) Dendritic extent: 100–200 �m. (E) Density measurements of GAD65/67-positive boutons on the different loci
of MNs per 25 �m. Numbers of MNs (Upper) and dendrites (Lower) analyzed are indicated .
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the dIPSPs in immature MNs (45), which offers a large time window
for the facilitation of excitatory events.

The KCC2 cotransporter is sensitive to subtle changes in either
[Cl�]i or [K�]o so that it can operate in reverse mode in the presence
of high [K�]o and contribute to Cl� accumulation (46). The
neuronal activity in the spinal cord in response to repetitive
electrical stimulation of afferent fibers increases [K�]o by as much
as 6.5 mM in neonates and by �2–3.5 mM in adults (47). The Cl�
accumulation resulting from such elevated [K�]o may cause a 9- to
15-mV positive shift of EIPSP (24, 48). [Cl�]i undergoes significant
changes during spontaneous activity, leading to rhythmic variations
of ECl of �15 mV (44, 49). Similarly, a down-regulation of KCC2
in pathological conditions can cause a �20-mV positive shift of ECl
(26). In addition, there is increasing evidence that different sub-
cellular compartments of individual neurons can express two dis-
tinct types of cation-chloride cotransporters so that a single neu-
rotransmitter depolarizes or hyperpolarizes the different
compartments (27, 50). Consistent with this observation, changes in
[Cl�]i during spontaneous motor episodes are larger in MN den-
drites than at the soma level in the chicken embryo (49). The
present results show that all these variations may have profound
consequences on the excitability of the soma and dendrites and the
integration of excitatory inputs. The present study indeed revealed
that a 10-mV positive shift of EIPSP may cause a marked (�25 ms)
shortening of the functional inhibition produced by inhibitory
inputs on the soma or close to it (Fig. 1 B and E). In addition,
simulations made for distal inhibitory inputs showed that there is a
narrow range of ECl (from approximately �73 to �66 mV), around
VREST, within which the functional action of these inhibitory inputs
can switch from inhibition to facilitation (Fig. 3E).

To conclude, these results raise the possibility that dIPSPs in the
spinal cord are not relics of the past (i.e., the early stages of fetal
development when GABA and glycine were purely excitatory), but
are instead a sophisticated mechanism for regulating the integrative
capability of the neuron and shaping the temporal properties of
network activity. The presence of GABA/glycine in presynaptic
terminals is therefore a necessary, but not sufficient, requirement
for postsynaptic inhibition to occur. The inhibitory effect depends
on the location and timing of inhibitory inputs relative to excitatory
inputs and ECl, which is critically dependent on the recent experi-
ence of the neuron (48). The functional compartmentalization of
dendrites, based on the differential expression of cation-chloride
cotransporters (27), raises the possibility that GABA/glycine could
facilitate glutamate-evoked excitation along a portion of a process
and inhibit it elsewhere along the same process. This possibility

warrants further studies to investigate how these interactions be-
tween GABA/glycine and glutamate inputs at different subcellular
levels contribute to neuronal computations in physiological and
pathological conditions.

Materials and Methods
Further experimental details and data are given in SI Text and
SI Figs. 5–7.

Electrophysiological Experiments. Lumbar MNs were recorded in-
tracellularly by using sharp microelectrodes filled with 2 M K-
acetate. The VF of the spinal cord was stimulated by means of
suction electrodes to evoke glycine/GABAergic IPSPs that were
isolated pharmacologically (1). The AP T was determined by
injecting positive current pulses (14–20 ms, 0.8–2.8 nA). Supra-
threshold (1.04–1.5 � T) and subthreshold (0.8–0.92 � T) current
pulses were paired with an IPSP to determine the ‘‘functional
inhibition’’ (defined as the time window during which the APs were
blocked) and the time window of facilitation, respectively. Note that
either repetitive (�10 Hz) or single (with different delays) pulses
were used; no difference was observed between the two protocols.

Simulations. The interactions between IPSPs and EPSPs were
simulated by using the program NEURON 5.6. The compartment
model was made of a cell body (diameter 20 �m), two dendrites
(length 500 �m; diameter 2 �m), and an axon (length 500 �m;
diameter 1 �m). Axon and dendrites were made of 21 segments
each. The properties of each compartment could be defined
independently. Dendritic compartments received synaptic inputs
(EPSP/IPSP), the location of which could be set at any position
along one of the dendrites. The density of the synaptic inputs could
be set independently for EPSP and IPSPs.

Immunohistochemistry. MNs were recorded with patch electrodes
filled with Alexa 568 Hydrazide. After fixation, spinal cords were
cut transversally into 70-�m sections. Immunohistochemistry was
performed by using a GAD65/67 antibody and a secondary anti-
body conjugated to FITC. Sections were observed on a confocal
microscope.
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