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ABSTRACT Using the docking of p-nitrocatechol sulfate to Yersinia protein tyrosine phosphatase YopH as an example, we
showed that an approach based on mining minima followed by cluster and similarity analysis could generate useful insights into
docking pathways. Our simulation treated both the ligand and the protein as flexible molecules so that the coupling between
their motion could be properly accounted for. Our simulation identified three docking poses; the one with the lowest energy agreed
well with experimental structure. The model also predicted the side-chain conformations of the amino acids lying in the binding
pocket correctly with the exception of three residues that appeared to be stabilized by two structural water molecules in the crystal
structure. The implicit solvent model employed in the simulation could not capture such effects well. We also found four major
pathways leading to these docking poses after the ligand entered the mouth of the binding pocket. In addition, the sulfate group
of p-nitrocatechol sulfate was found to be important both in binding the ligand to the pocket and in guiding the ligand to dock into
the pocket. The coupling of the motion between the protein and the ligand also played an important role in facilitating ligand loading
and unloading.

INTRODUCTION

Molecular docking has become a popular research area partly

because of its relevance to computer-aided drug design. Earlier

methods focused on docking rigid ligands to rigid receptors.

With the rapid advance of high-performance computing tech-

nology and the development of new docking algorithms, it has

become increasingly feasible to treat both the ligands and their

receptors as flexible molecules during docking. Although most

methods still do not account for the coupling between ligand

and receptor motion (e.g., docking ligands to an ensemble of

structures that were generated in the absence of the ligand),

there were exceptions. For example, Mangoni et al. (1) di-

rectly docked a flexible ligand to a flexible protein during a

molecular dynamics (MD) simulation in which the transla-

tional motion of the center of mass of the ligand was assigned

a high temperature. On the other hand, Nakajima et al. (2)

employed the multicanonical MD simulation method to dock

a flexible peptide into the SH3 domain of Abl tyrosine kinase.

These simulations, however, are still very computationally

expensive. If one also wants to gain insights into the docking

pathways in addition to obtaining correct docking poses, the

simulations can be even more costly.

There are methods that can facilitate the simulation of li-

gand loading into or unloading from a protein. For example,

the steered (3) and biased (4) MD approaches apply biases to

steer a ligand to enter or release from a protein. However,

these simulations are still expensive to do if one wants to carry

out many runs to identify representative pathways and to esti-

mate activation barriers and to perform long runs to minimize

the artificial effects of the applied biases. It is therefore useful

to explore alternative methods that utilize different approx-

imations.

In this work, we took advantage of the well-known com-

plicated energy landscape of large protein-ligand systems

(5). The energy landscape is not smooth but contains many

local minima. If one can mine the global minimum along

with many of these local minima and utilize a method to

properly connect them to form pathways, useful insights into

the molecular mechanisms of docking can be gained.

In this study, we used simulated annealing (6) as a tool to

help mine energy minima. We achieved this by running many

short simulated annealing cycles instead of running one or

only a few slow simulated annealing simulations. Each cycle

only lasted for 8 ps. The temperature was near 0 K at the end of

each cycle so that the resulting structure was near a local or

global energy minimum. Many cycles generated many local

minima. We could then connect these minima by performing

clustering and similarity analysis to form pathways.

In this work, we tested this idea by applying it to study the

docking of p-nitrocatechol sulfate (pNCS) to Yersinia protein

tyrosine phosphatase YopH. This bacterial protein tyrosine

phosphatase is responsible for causing human diseases rang-

ing from gastrointestinal syndromes to bubonic plague (7–9).

pNCS, whose structure is shown in Fig. 1, is a specific in-

hibitor of YopH and displays .103 selectivity toward YopH

over a panel of mammalian protein tyrosine phosphatases

(10). In addition to demonstrating that our method can iden-

tify the correct docking structure, we also show that it can

generate useful insights into the docking pathways. Crude

estimates of the activation barriers for ligand entry and release

have also been estimated. In addition to elucidating the

molecular mechanisms of docking, information gained from

such a study might also be useful for drug design as it provides
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a semiquantitative means to compare the relative ease of

different ligands to enter their target protein and the relative

durations in which different drug candidates would stay in the

binding pocket once they get there.

METHODS

Mining minima by simulated annealing cycling

One way to mine many energy minima is to perform many short simulated

annealing cycles in an MD simulation. We performed such a simulation as

follows:

1. We assigned initial velocities at 500 K.

2. We allowed the system to evolve for 1 ps in the NVT ensemble. We used

the Nosé-Hoover chain method (11) to maintain constant temperature.

3. At the end of each 1-ps simulation, we reduced the temperature by half.

4. When the temperature of the simulation was below 5 K, we looped back

to step 1.

We continued the above loop until a prescribed simulation length was reached.

Each short simulated annealing cycle covered the following temperatures: 500 K,

250 K, 125 K, 62.5 K, 31.2 K, 15.6 K, 7.8 K, and 3.9 K. The structure at the end of

the 3.9 K run was near a local energy minimum. By performing many short

simulated annealing cycles, one could identify many minima. The ones with the

lowest energy corresponded to the correct docking pose, whereas the higher

energy minima helped to construct approximate docking pathways.

We performed the simulated annealing cycling simulation by modifying

the MMTSB toolkit (12) and by using the CHARMM package (13). Usually,

each run contained four independent trajectories. We started these trajec-

tories from the same structure and temperature but with different random

number seed to initiate the atomic velocities. Different runs could also start

from different initial structures.

System setup

We took the initial coordinates of YopH from the Protein Data Bank (PDB),

PDB id 1PA9. This structure contained a bound pNCS ligand (10). We

constructed the coordinates of four missing residues (Ser-389, Ala-390, Val-

391, and Ala-392) by using their coordinates form another structure (PDB id

1YTW) (14) after superposing them by Visual Molecular Dynamics (15).

The four hydrogens of the pNCS ligand were added by Open Babel (http://

openbabel.sourceforge.net), and the partial charges of the ligand atoms were

obtained by performing Hartree-Fock calculations using the 6-31G* basis

set, the Gaussian03 package (16), and the Merz-Kollman scheme (17) for

deriving atomic partial charges from electrostatic potential. We started the

simulated annealing cycling simulations by putting the ligand pNCS at or

near the surface of the protein. At each location, we used two ligand orien-

tations that were flipped relative to each other. Thus, four different ligand

structures were used to start the simulations.

Before each MD simulation, we performed 500 steps of steepest descent

minimization of the pNCS-YopH complex to remove bad contacts. During

the energy minimization, the a-carbons were held fixed. For each starting

position and orientation of the ligand, we carried out five runs, each contain-

ing four simulated annealing cycling simulations. Therefore, we had 20 trajec-

tories for each starting structure and 80 trajectories total for four different

starting locations/orientations of the ligand. Each trajectory lasted 1 ns. There-

fore, the aggregate simulation time was 80 ns for the whole set of ligand-

docking simulations. We used a time step of 1 fs in these simulations, and we

collected structures every 1 ps for analysis.

We conducted the MD simulations using the CHARMM param27 force

field (18). In the docking simulations, we used a simple but inexpensive

distance-dependent dielectric model with e(r)¼ 4r where r is the distance be-

tween two atoms. However, we also rescored the docking poses by the more

sophisticated implicit solvent generalized Born molecular volume (GBMV)

model (19–21). During the simulations, we used a nonbonded cutoff distance

of 14 Å, a switching function for the electrostatic interactions that began at 10

Å and ended at 12 Å, and a shifting function for the Lennard-Jones potential.

In rescoring the docking pose with the GBMV model, we used the GBMV1

parameters of Chocholoušová and Feig (21). The corresponding cutoff

distances were 12 Å, 8 Å, and 10 Å, respectively.

To examine whether the ligands were docked correctly, we used two mea-

sures. One was the distance (Rpath) between the center of the ligand pNCS and

that of nine residues (Phe-229, Ile-232, Asp-356, Gln-357, Arg-404, Ala-405,

Val-407, Arg-409, and Gln-446) around the binding pocket. For the four

starting structures, this distance was 6.7 Å, 7.6 Å, 11.4 Å, or 12.5 Å. We also

used the distance Rpath to monitor the docking of the ligand to the binding

pocket of the protein and as one degree of freedom to define the reaction

coordinate in the construction of docking pathways. The second measure was

the root mean-square deviation (RMSD) between the docking structure and

the crystal structure of the ligand, after superposition of the coordinates of the

a-carbons of the protein.

We allowed the protein to move in the docking simulations but with an

appropriate constraint to prevent the protein conformation from deviating

too far away from the crystal structure. This was because we used a relatively

simple distance-dependent dielectric model for the protein and current force

field models are still approximate; we did not want to generate conforma-

tions that were too far away from reality. We achieved this by applying the

restraint 1000 kcal=mol=A
2

3 D2 where D was the RMSD of a dynamics

snapshot from the crystal structure (an option in CHARMM). Only the

a-carbons were used in calculating the RMSD so that the side chains and

other backbone atoms were completely free to move. With this constraint,

individual residues could still experience large structural variations, as much

as ;7 Å from the crystal structure, during the docking simulations.

On a dual core dual processor cluster node with 2.8 GHz Intel Xeon

EM64T processors, it took ;104 h for each simulated annealing cycling run

containing four trajectories.

Constructing docking pathways by
cluster analysis

We constructed docking pathways by clustering similar structures and con-

necting representative structures between clusters. First we classified the

structures near local minima (structures below 10 K) according to Rpath, using

a bin size of 0.2 Å. Structures within each bin were then clustered using a self-

organizing neural net approach (12,22–24) that has been incorporated into

CHARMM and accessible from the MMTSB toolkit. This algorithm

optimizes cluster assignment by minimizing the distance between members

and their centroid structure within each cluster and by requiring this distance

to be within a user-predefined cluster radius. One does not need to specify the

number of clusters, as the algorithm determines the optimal number that

satisfies the above criteria. In this work, the distance between two ligand

structures was measured by the RMSD between their Cartesian coordinates

after their protein structures were superimposed with the crystal structure. We

set the cluster radius to be 3 Å.

After clustering, we extracted the centroid structures from each bin. We

then connected centroid structures between bins as described below in the

FIGURE 1 Structure of pNCS.
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section Ligand-docking pathways to deduce docking pathways. The struc-

tures closest to their corresponding centroid structures were used to visualize

the structural change along the docking pathways. We also constructed an

energy profile along the reaction coordinate by using the averaged binding

energy of all cluster members at a given value of the reaction coordinate.

RESULTS AND DISCUSSIONS

Can this model predict the correct docking pose?

All four sets of simulations (each containing five runs with

four trajectories each) starting from one of the four initial

ligand structures described above had some trajectories that

identified the correct docking pose. The best docking struc-

tures for the simulations starting from four different initial

structures had RMSDs of 0.19 Å, 0.75 Å, 0.24 Å, and 0.73 Å

from the crystal structure. Table 1 shows the trajectories that

reached the binding pocket. Here, we considered the ligand

to be reaching the binding pocket if Rpath , 2 Å. If it docked

correctly, it also satisfied the condition that RMSD , 2 Å.

From the table, one can see that 20 out of 80 trajectories

correctly located the experimental docking structure. Forty-

seven trajectories reached the binding pocket. We further

used these 47 trajectories to construct docking pathways as

discussed in the section Ligand-docking pathways below.

To examine whether one could pick out the correctly

docked structure based on energy alone, we plotted thebind-

ing energy versus Rpath or RMSD (Fig. 2). As previous work

has shown, including the energy of the protein would intro-

duce data that were too noisy for such an analysis (25). There-

fore, we defined the binding energy as the total energy of the

complex minus that of the isolated protein. This was done for

both the e(r) ¼ 4r and the GBMV (21) models. In the figure,

we only included data points for structures near local min-

ima, i.e., structures obtained below 10 K. From the RMSD

plots, one can clearly see that the structures having the lowest

energies were correct docking structures for both energy

models. The more sophisticated GBMV model gave some-

what better results. The lowest energy structure in the e(r) ¼
4r model had an RMSD of 1.66 Å from the x-ray structure

and the corresponding structure for the GBMV model had

an RMSD of 1.34 Å. This gave us some confidence that the

energy models used here were adequate to yield semiquan-

titative insights into protein-ligand docking for this system.

Ligand-docking pathways

To construct the docking pathways, we first took 11,750 struc-

tures sampled below 10 K from the 47 trajectories mentioned

before. These structures represented those near global or lo-

cal energy minima. All the structures were superimposed with

the x-ray structure using the a-carbons of the protein. We then

calculated Rpath and grouped the structures into bins with a

width of 0.2 Å. The averaged binding energy for structures

within each bin was then calculated and plotted against Rpath

(Fig. 3). This resembles a potential-of-mean-force calculation;

it is much more approximate but significantly cheaper to ob-

tain to give preliminary insights into the energy profile along

the reaction coordinate defined by the single variable Rpath.

From Fig. 3, one can see that the energy barrier for ligand

entry was only ;4 kcal/mol whereas the energy barrier for

ligand release was significantly larger at ;23 kcal/mol.

Using only one variable, Rpath, to define the reaction coor-

dinate does not yield much insight into the structural adjust-

ment of the ligand that was required for successful docking.

To gain further insight, we used all the degrees of freedom of

the ligand as well. To obtain the reaction coordinate in terms

of all these degrees of freedom, we performed cluster analysis

on structures within bins and then connected representative

structures (chosen to be the centroid structures) in each bin

with its adjacent bins. In this analysis, we allowed for the pos-

sibility of multiple pathways. For example, if the structures in

some of the bins were better grouped into several clusters

rather than one, multiple pathways were feasible at these loca-

tions. To determine which centroid structure in one bin should

be connected to which centroid structure in adjacent bins,

we performed similarity analysis. The similarity measure was

simply the RMSD between centroid structures in adjacent

bins. Table 2 gives two examples of such an analysis. From the

first example, one can see that clusters 1, 2, and 3 in the 1.1 Å

bin were connected to clusters 1, 2, and 3 in the 1.3 Å bin,

respectively. In the second example, cluster 1 in the 9.3 Å bin

was connected to cluster 5 in the 9.5 Å bin. On the other hand,

it was sometimes difficult to make connections only between

adjacent groups. In such cases, we also considered connec-

tions with next-next and next-next-next-nearest neighbors.

The following summarize the criteria used to construct the

entire connections:

TABLE 1 Number of trajectories reaching the binding pocket

Initial placement of

ligand

Trajectories

Near surface

6.7 Å*

Near surface, flipped

7.6 Å

At surface

11.4 Å

At surface, flipped

12.5 Å

All 80

trajectories

reaching binding pocket 14 17 7 9 47

Docked correctly 10 4 3 3 20

Twenty trajectories were run for each initial placement of the ligand. The total number of trajectories was 80. Here we considered the ligand to reach the

binding pocket when Rpath ,2 Å. It docked correctly if its RMSD from the crystal structure was ,2 Å.

*Distance Rpath described in the text.
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1. Neighboring centroid structures were connected when their

RMSD was ,2.0 Å.

2. If neighboring centroid structures could not be con-

nected, next-next neighbors were considered. They were

connected if their RMSD was ,2.5 Å.

3. If connections could not be made with criteria 1 and 2,

next-next-next neighbors were considered. Two centroid

structures were connected if their RMSD was ,3.0 Å.

4. If two next-nearest-neighbor centroid structures had a

smaller RMSD than two nearest-neighbor centroid struc-

tures, the next-nearest-neighbor structures were connected.

Fig. 4 shows several major pathways derived from this

analysis. The small Rpath regions demonstrated that there

were three pathways leading to the binding pocket. One path-

way resulted from the merging of two pathways at large

values of Rpath. However, only the pathway colored blue

led to the correct docking pose. The cluster containing this

structure in the 0.7 Å bin had its centroid structure only 0.67 Å

away from the crystal structure. The other two pathways

yielded two incorrect docking structures. Note that the path-

ways could not cross each other except at the point colored

red or between points connected by red lines. Thus, for the

incorrectly docked structures to reach the correctly docked

structures, they needed to move out to a larger value of Rpath,

at which it could switch to the pathway leading to the correct

docking pose. For example, the incorrect docking pose in the

0.7 Å bin for the pathway colored yellow could move out to

4.7 Å, followed the red line to cross to the pathway labeled

blue so that it could travel to the correct docking structure.

From Fig. 4, one can also see that the pathways labeled green

and cyan led to the same incorrectly docked structure because

FIGURE 2 Correlation plots between Rpath or

RMSD and binding energy. (A) and (B) Dis-

tance-dependent dielectric model (e(r)¼ 4r). (C)

and (D) Rescored with GBMV model.

FIGURE 3 Energy profile along Rpath.

TABLE 2 Examples of connecting clusters to form pathways

First example (full data) Second example (partial data)

1.1 Å bin 1.3 Å bin 9.3 Å bin 9.5 Å bin

Cluster 1 1*: 0.31y Cluster 1 1: 14.71

2: 5.03 2: 4.08

3: 4.40 3: 11.07

Cluster 2 1: 5.13 4: 7.03

2: 0.47 5: 1.12
3: 2.90 6: 9.40

Cluster 3 1: 4.40 7: 13.35

2: 2.84 8: 8.86

3: 0.38 9: 14.47

*Denotes cluster 1 in the 1.3 Å bin.
yIndicates the RMSD between the centroid structure of cluster 1 in the

1.1 Å bin and that in the 1.3 Å bin was 0.31 Å.

Bold indicates that this cluster was connected to the cluster on its adjacent

bin on the left to form a portion of a pathway.
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they converged into one pathway when Rpath was below

;1.7 Å. This incorrect docking structure had a much more

unfavorable binding energy (�0.59 kcal/mol) in comparison

to the correct docking pose (�11.27 kcal/mol). The pathway

labeled yellow led to another incorrectly docked structure.

However, this structure had a much more favorable binding

energy, only a little more unfavorable (�9.75 kcal/mol) than

that of the correctly docked structure.

Beginning from the smallest value of Rpath, the correct dock-

ing pathway did not separate into branches until it reached

3.9 Å. The inset of the figure showed these branches more

clearly after removing the other pathways from the figure. By

following the structural change along these pathways, we knew

that the branch line colored blue was associated with the ligand

initially placed near the surface; the black line was analogous

except with the ligand flipped. The yellow line was associated

with the two structures of the ligand, flipped relative to each

other, that were initially placed at the surface of the protein.

The purple line was a pathway resulting from the failure of the

ligand to enter the binding pocket and drifted away from the

protein surface. From these pathways, one can see that there

are multiple pathways leading from the surface of the protein

to the entrance of the binding pocket. On the other hand, there

was only one pathway that led to successful docking after

the ligand entered the pocket.

Fig. 5 demonstrates the structural change associated with

the docking pathways. Each structure was a representative

structure of a cluster that was closest to the centroid of the

cluster. Four major pathways leading from the binding pocket

to the surface of the protein are shown (Rpath from 0.7 Å to

FIGURE 4 Major docking pathways for the docking of pNCS to YopH.

Each line (yellow, blue, cyan, green, brown, purple, and black) represents a

docking pathway. Note that two pathways could not cross each other except

at the point colored red or between points connected by red lines.

FIGURE 5 Structural change along four major dock-

ing pathways to three different docking poses for 0.7 Å

# Rpath # 6.3 Å. pNCS and nine residues (Phe-229, Ile-

232, Asp-356, Gln-357, Arg-404, Ala-405, Val-407,

Arg-409, and Gln-446) in or near the binding pocket are

shown. Pathway I (column 1) leads to the correct

docking pose (corresponding to the blue line in Fig. 4).

Pathways II, III, and IV (columns 2, 3, and 4)

correspond to the yellow, cyan, and green lines in Fig.

3, respectively. The arrows indicate crossing between

pathways.
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6.3 Å). Each pathway is shown as a column in the figure. The

structures at the smallest values of Rpath illustrate the correct

docking pose and the two incorrect ones described above.

Pathway I (column 1) led to the correct docking pose, and the

energy profile was shown by the blue line in Fig. 3. Pathways

II, III, and IV (columns 2, 3, and 4 in the figure) correspond

to the yellow, cyan, and green lines in Fig. 4, respectively.

The incorrectly docking structure in Pathway II was closer to

the correct docking structure than that from Pathway III (and

IV). Its aromatic ring and sulfate group were located almost

the same way as the correct docking structure, except that

the ring was flipped such that its nitro and hydroxyl sub-

stituents were in opposite sides of the ring in comparison to

the correct docking structure. As shown in the energy plot in

Fig. 4, these two docking poses had very similar energy,

probably because the sulfate group provided the dominant

contributions to binding with relatively minor assistance

from the nitro and hydroxyl groups. On the other hand, the

incorrectly docked structure from Pathway III was very dif-

ferent from those of Pathways I and II. The nitro group now

occupied the same location as the sulfate group adopted by

the above two structures. From the energy plot of Fig. 4, this

structure bound much less favorably to the protein than the

other two structures. This is probably because the nitro group

did not interact as favorably as the sulfate group with this

portion of the protein.

The strong interactions between the sulfate group and the

protein also appeared to play an important role in determin-

ing how the ligand enters or leaves the binding pocket. By

analyzing these pathways, the sulfate group was always the

last part of pNCS to leave the pocket during unbinding. On

the other hand, the sulfate group always entered the binding

pocket first during binding. Two of our starting ligand struc-

tures at or near the protein surface were intentionally flipped

such that the sulfate group pointed away from the binding

pocket. But our simulation showed that the ligand had to flip

around first before it could enter the binding pocket with the

sulfate group heading the way.

Fig. 5 also shows the side-chain movement of nine residues

(Phe-229, Ile-232, Asp-356, Gln-357, Arg-404, Ala-405, Val-

407, Arg-409, and Gln-446) lying in or near the binding

pocket. These residues were all involved in interacting with

the ligand at one point or another. Table 3 shows the short-

ranged interactions between the ligand and the protein along the

FIGURE 5 Continued
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correct docking pathways (from yellow to blue in the inset of

Fig. 4). One can see that the sulfate group was interacting with

the protein all the way from the surface of the protein to the

binding pocket. This is consistent with our earlier discussions

that the sulfate group led the ligand in docking into the protein.

However, the residues that it interacted with changed as it moved

into the binding pocket. At 6.7 Å, it interacted with Arg-230 and

Gln-446. At 5.5 Å, Arg-404 took the place of Arg-230 although

Gln-446 was still involved. At 4.3 Å, Gln-357 also entered the

picture. However, at 3.5 Å, only Arg-404 maintained contact

with the sulfate. At 2.7 Å, Gln-446 and Gln-357 regained their

interactions and Cys-403 and Ala-405 also became involved.

The ligand had the largest number of short-ranged interactions

at 0.7 Å, where the ligand reached the binding pocket. Arg-409,

in particular, formed many interactions with the sulfate group.

The backbone of Gly-406, Val-407, and Gly-408 also partic-

ipated in binding the ligand. The fact that the ligand formed

many more interactions when it was at the binding pocket (Rpath

¼ 0.7 Å) than when it was along the docking pathway and that

most of the interactions were formed with the sulfate group

again reinforces the notion that the sulfate group provided the

dominant binding and steering force. The only interaction that

did not involve the sulfate group was the one between the Arg-

404 side chain and the hydroxyl group of pNCS. The hydroxyl

group might also play a minor role in leading the ligand to the

docking site. Table 3 shows that it interacted with Asp-356 and

Arg-404 at 2.7 Å, also with Gln-357 at 3.5 Å, and with Gln-357

and Gln-446 only at 5.5 Å and 6.7 Å. On the other hand, the

nitro group only participated when Rpath ¼ 4.3 Å and did not

have any short-range contact with the protein at shorter

distances. Although Arg-409 formed tight interactions with

pNCS in the binding pocket, it was not involved in the ligand-

docking pathway. Arg-404, on the other hand, started in-

teracting with the ligand at the surface and led it all the way to

the binding pocket. The large movement of some residues

observed during docking suggested that protein flexibility

played an important role in facilitating docking. The flexibility

of Ile-223 might also aid binding by moving away from the

binding pocket to open up space for the ligand.

The amino acids that interacted with the sulfate and the

nitro group in the correct and incorrect docking structures

adopted a similar conformation in the binding pocket. On the

other hand, the residues that interacted with the other side of

the ligand had a somewhat different conformation for the

three different docking poses, consistent with the proposition

that this part of the protein did not contribute as much to

FIGURE 5 Continued
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binding the ligand. Therefore, this portion of the protein

might react passively according to whichever portions of the

ligand were presented to them after the major interactions on

the other side of the ligand were established.

Fig. 6 shows that the structure of the protein surrounding

the predicted docking pose agreed well with the crystal struc-

ture. The side chains of 15 residues (Phe-229, Ile-232, Gln-

290, Trp-354, Pro-355, Asp-356, Gln-357, Cys-403, Arg-404,

Ala-405, Gly-406, Val-407, Gly-408, Arg-409, and Gln-446)

are shown. They all agreed well with the crystal structure

with the exception of three residues: Arg-404, Asp-356, and

Gln-446. One reason that our model did not predict the struc-

ture of these three residues as well might be the involvement

of water molecules in mediating the interactions between the

ligand and the protein, as observed in the crystal structure

(10). Because we used an implicit solvent model, such ef-

fects could not be accounted for.

The hydrogen bonding and polar interactions between the

ligand and the protein for the crystal and predicted docking

structure are shown in Fig. 7, A and B, respectively, for com-

parison. It is evident that most of the interactions appearing in

the crystal structure were also present in the docking struc-

ture. The strongest interactions presented by the sulfate group

with the P-loop and Arg-409 of the protein were well de-

scribed by the predicted docking structure. The bidentate hy-

drogen bonds between Arg-409 and Glu-290 were also tightly

formed in the docking structure as in the crystal structure. On

the other hand, the tight interactions between Arg-404, Asp-

356, or Gln-446 with the ligand were lost in the predicted

structure, as indicated by the increased distances. These

interactions included the hydrogen bonds between Ne of Gln-

446 and the nitro oxygen of pNCS, between Ne of Gln-357

and the phenolic oxygen of pNCS, and the polar interactions

between the carboxyl oxygen of Asp-356 and the hydroxyl

oxygen of pNCS. These distances increased by at least 1 Å

from the corresponding distances in the crystal structure. The

tighter interactions in the crystal structure were maintained by

two bound water molecules—Wat74 and Wat185—through

water-mediated hydrogen bonds (Fig. 7 A). These water-

mediated interactions could not be described by the implicit

solvent model used in our docking simulation (Fig. 7 B). Be-

cause Asp-356 serves as a general acid in protein tyrosene

phosphatase catalysis (26), these bound water molecules might

also play critical roles in phosphotyrosine hydrolysis (27).

CONCLUSION

A mining minima approach utilizing simulated annealing

cycling to explore ligand-docking pathways was tested in the

TABLE 3 Interactions between pNCS and YopH along correct docking pathways (blue line or Pathway I and yellow line or Pathway II

in the inset of Fig. 4)

0.7 Å (I) 2.7 Å (I) 3.5 Å (I) 4.3 Å (I) 5.5 Å (II) 6.7 Å (II)

C403-SG:OS2;3.51* C403-SG:OS4;3.44 R404-NH2:OS1;3.87 R404-NH2:OS3;3.47 R404-NH1:OS2;2.87 R230-NH2:OS2;3.38

C403-SGTOS3;3.62 Q446-NE2:OS2;2.93 R404-NH2:OS3;2.97 R404-NE:OS3;2.86 R404-NH2:OS2;3.39 R230-NH2:OS3;3.20

C403-SG:OS4;3.32 Q446-OE1:OS2:3.78 R404-NE:OS4;2.82 R404-NH2:OS2;2.91 Q446-NE2:OS1;3.15 Q446-NE2:OS1;3.62

R409-NH2:OS2;2.98 D356-OD2:OS4:3.53 R404-NH2:OS4;3.82 Q357-NE2:OS2;3.70 Q446-OE1:OS1;3.97 Q446-NE2:OH;3.85

R409-NE:OS2;3.82 D356-OD1:OS4;3.61 R404-NH2:OH;3.31 Q357-NE2:OS4;3.12 Q357-OE1:OH;3.97 Q357-OE1:OH;3.8

R409-NE:OS4;3.05 D356-OD2:OS1;3.25 D356-OD1:OH;3.01 Q446-NE2:OS4;2.87 Q357-NE2:OH;3.40 R205-NH1:ON2;3.37

R409-NH2:OS4;3.84 D356-OD1:OS3;2.95 Q357-NE2:OH;3.81 Q446-OE1:OS4;3.36 R205-NH2:ON2;2.98 R205-NH1:ON1;3.50

R409-NH:OS4;3.16 D356-OD2:OS3;3.26 D356-OD1:OS2;3.46 R205-NH2:ON1;3.46

R404-NH1:OH;3.33 D356-OD1:OH;3.92 D356-OD1:OS3;3.29

R404-NH:OS2;3.40 D356-OD2:OH;2.71 Q446-NE2:ON2;3.41

A405-NH:OS2;3.06 R404-NH1:OH;3.14 A405-NH:OS3;3.95

V407-NH:OS3;3.34 A405-NH:OS1;3.84

G406-NH:OS3;3.51

G408-NH:OS3;3.03

G408-NH:OS4;3.69

Interactions between two groups within 4.0 Å are shown. OS2, OS3, and OS4 are the nonbridging oxygens of the sulphate group of pNCS. OS1 is the

bridging oxygen. OH is the hydroxyl group of pNCS. ON1 and ON2 are the oxygens of the nitro group of pNCS. Residue and atom names are those used in

CHARMM.

*Distances are in Å.

FIGURE 6 Overlay of the predicted docking structure and the crystal

structure. pNCS and the side chains of 15 residues (Phe-229, Ile-232, Gln-

290, Trp-354, Pro-355, Asp-356, Gln-357, Cys-403, Arg-404, Ala-405,

Gly-406, Val-407, Gly-408, Arg-409, and Gln-446) are shown.

4148 Huang and Wong

Biophysical Journal 93(12) 4141–4150



docking of pNCS to the Yersinia protein tyrosine phosphatase

YopH. To reduce computational costs, we found that a simple

distance-dependent dielectric (e(r) ¼ 4r) model was suffi-

ciently reliable to identify the correct docking pose, as long as

we applied weak RMSD constraints to the a-carbons of the

protein. The structure of the protein in the binding pocket was

also mostly recovered by our docking study. However, three

residues in the binding pocket were not described as well by

FIGURE 7 Interactions between pNCS and YopH. Hy-

drogen bonds (with a cutoff distance of 3.2 Å) and polar

interactions (with a cutoff distance of 4.0 Å) are shown. (A)

X-ray structure. (B) Predicted docking structure (3.60

within parenthesis is the distance obtained from the crystal

structure).
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our model. This was because of the lack of explicit water

molecules that could form water-mediated interactions as

those observed in the crystal structure.

Clustering the structures near the energy minima and ex-

amining how they might be connected has yielded useful

insights into the docking pathways. Our analysis demonstrated

three different docking poses in the binding pocket; one of

them was the correct docking structure and the other two were

incorrect docking structures. We also observed four docking

pathways leading from the surface of the protein to the correct

docking pathway. The centroid structure from the cluster

containing the lowest energy structure had an RMSD of only

0.67 Å from the crystal structure. This structure was much

better than that (1.66 Å) determined by binding energy alone.

Thus, using both binding energy and clustering could better

identify the correct docking pose in docking simulations.

The sulfate group of pNCS appeared to play the most

important role in contributing to binding and in directing the

ligand toward the binding site during docking. The flexibility

of the protein was also found to play an important role in

facilitating ligand entry into or exit from the binding pocket.
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