
Neural Networks a Century after Cajal

Walter J. Jermakowicz1,4,5 and Vivien. A. Casagrande1,2,3,*

1 Department of Cell and Developmental Biology, Vanderbilt University, Nashville TN USA

2 Department of Psychology, Vanderbilt University, Nashville TN USA

3 Department of Ophthalmology and Visual Sciences, Vanderbilt University, Nashville TN USA

4 Medical Scientist Training Program, Vanderbilt University, Nashville TN USA

5 Center for Cognitive and Integrative Neuroscience, Vanderbilt University, Nashville TN USA

Abstract
At the time of Golgi and Cajal’s reception of the Nobel Prize in 1906 most scientists had accepted
the notion that neurons are independent units. Although neuroscientists today still believe that
neurons are independent anatomical units, functionally, it is thought that some sort of population
coding occurs. Throughout this essay, we provide evidence that suggests that populations of neurons
can code information through the synchronization of their responses. This synchronization occurs at
several levels in the brain. Whereas spike synchrony refers to the correlation between spikes of
different neurons’ spike trains, oscillatory synchrony refers to the synchronization of oscillatory
responses, generally among large groups of neurons. In the first section of this essay we describe the
dependence of the brain’s developmental processes on synchronous firing and how these processes
form a brain that supports and is sensitive to synchronous firing. Data are then presented that suggest
that spike and oscillatory synchrony may serve as useful neural codes. Examples from sensory
(auditory, olfactory and somatosensory), motor and higher (attention, memory) systems are then
presented to illustrate potential roles for these synchronous codes in normal brain function. Results
from these studies collectively suggest that spike synchrony in sensory and motor systems may
provide stimulus detail information not available from changes in firing rate. Oscillatory synchrony,
on the other hand, may be globally involved in the coordination of long-distance neuronal
communication during higher cognitive processes. These concepts represent a dramatic shift in
direction since the times of Golgi and Cajal.
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1. Introduction
The collected essays in this book grew out of a symposium celebrating the one hundred year
anniversary of the awarding of the Nobel Prize to Camillo Golgi and Ramon y Cajal in 1906.
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Our task in these essays has been to examine how concepts of the neuron have changed in the
past century. In keeping with that endeavor it is worth briefly turning back the clock to the time
when the original award was made. The experimental advance made by Golgi’s discovery of
the heavy metal impregnation technique, now known as the Golgi method, was the major
technological advance that heralded modern anatomical analysis of the nervous system. The
prize was awarded for Golgi and Cajal’s pioneering efforts using this technique to understand
the structure of the nervous system. Relevant to the present chapter is the fact that Golgi and
Cajal came to vastly different conclusions using the same method. While Cajal defended the
idea of the neuron as an independent functional unit of the nervous system, Golgi clung to his
belief that neurons were connected to one another in a reticular network. Golgi championed
this idea in his Nobel address in spite of the fact that the majority of neuroanatomists in 1906
had already accepted the idea of the neuron as an independent functional unit. Golgi made the
following remark in his Nobel address relevant to this issue, “I have never had reason, up to
now, to give up the concept which I have always stressed, that nerve cells, instead of working
individually, act together.” In spite of the fact that Golgi’s ideas were dismissed as outmoded,
his statement about neural function in his Nobel address has a surprisingly modern ring.
Although Golgi was not as concerned about function as about structure, his statement captures
the essence of what we know to be true and that is that neurons must functionally act together.
So how is this accomplished?

Golgi and Cajal were not physiologists, but both were aware of relevant publications in the
field at the time that reflected thinking about function in the nervous system. Both Golgi and
Cajal, but especially Cajal, were interested in how anatomy might translate into function. Along
those lines, it is noteworthy that the very same year that Golgi and Cajal were awarded the
Nobel Prize, Sir Charles Sherrington published his famous book entitled The Integrative Action
of the Nervous System, which describes some of his seminal work on spinal cord reflexes among
other observations (Sherrrington, 1906). Cajal and others were strongly influenced by
Sherrington’s physiological studies of reflexes and by the concept of a “synapse,” first proposed
by Sherrington. Sherrington, who would win the Nobel Prize himself 26 years later in 1932,
also was strongly influenced by the anatomical descriptions of both Golgi and Cajal. Of course,
Sherrington supported the neuron doctrine as espoused by Cajal. As a physiologist, however,
he also emphasized the coordination of networks of neurons and described clearly the
coordinated walking pattern that could be elicited from spinal cats (cats whose cervical spinal
cords were sectioned), which he attributed to the precise timing of local communication within
the spinal cord, between neurons and between neurons and muscles. In his later years,
Sherrington (1941), in fact, hypothesized that communication between neurons likely involved
some sort of a “population” code that might contain emergent properties not available in the
collective responses of single neurons. Additionally, Lord Adrian (1942) more then 50 years
ago showed clearly that populations of olfactory bulb neurons showed coordinated activity
when presented with particular odorants which he described as “induced waves”. So, in Golgi’s
words, nerve cells “act together”.

Returning to the purpose of the book, namely to explore how the concept of the neuron has
changed in the century since Golgi and Cajal presented their Nobel addresses, we argue here
that while Golgi and Cajal used the Golgi method to reveal and debate the anatomical structure
of neurons, a century later new sets of tools are available that address similar issues at a
functional level. How does a population of neurons in Golgi’s words “act together” to code
information? In this chapter we review evidence that an important way that local populations
of neurons code information is through the synchrony of their action potentials. According to
this view, the individual neuron is still relevant but its relevance functionally depends
dynamically on which of several networks it belongs to in time. Information emerges from a
cooperative local network although such local neurons and networks are also constrained by
their individual anatomical connectivity.
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Currently few investigators doubt the existence of some form of population coding given the
broad tuning of individual neurons (Casagrande et al. 2002). For population coding to reliably
occur, however, there has to be a consistent mechanism available for increasing the probability
of transmitting a neural code among individual neurons within an assembly or network, while
(at the same time) distinguishing those neurons that belong to the assembly from those neurons
that do not. The most commonly suggested mechanism for increasing response transmission
is neuronal synchrony, temporal correlations of neuronal responses on the scale of
milliseconds. There are different degrees of neuronal synchrony, which differ in the number
of neurons whose responses are synchronized (for review see Singer, 1993; Singer and Gray,
1995; Usrey and Reid, 1999; Engel and Singer, 2001). Epilepsy is a global form of synchrony
where many neurons in the brain may be synchronized to the detriment of function (for review
see Vingerhoets, 2006). On a smaller scale, there are oscillations, where large networks of
neurons synchronize with each other. Oscillatory synchrony has been implicated in several
cognitive functions, including feature binding and scene segmentation (Singer and Gray,
1995), memory formation and recall (Tallon-Baudry and Bertrand, 1999) and attention (Fries
et al., 2001). On the smallest scale there is spike synchrony, the temporal correlation of spikes
belonging to a group of neurons within a local circuit or network (Usrey and Reid, 1999;
Biederlack et al., 2006).

Synchrony is an attractive neuronal population coding mechanism because it is dynamic and
therefore one neuron can belong to different network assemblies at different times.
Additionally, synchronized spike timing increases the probability and speed of generating an
action potential in a downstream neuron which must integrate signals from many inputs,
especially in large brains (for review see Singer, 1993; Singer and Gray, 1995; Usrey and Reid,
1999; Engel and Singer, 2001). These characteristics are advantageous if synchrony between
neurons is to code useful information.

Despite the attractiveness of neuronal synchrony as a mechanism for population coding, its
acceptance remains controversial given alternative proposals that support only a rate code
based on the magnitude of firing of individual neurons (Shadlen and Movshon, 1999). So what
support is there for a code based on synchrony? In the first part of this review we consider how
developmental mechanisms set the stage for coding via synchrony, given that co-activation of
neurons promotes synaptogenesis. In this section we also show how the anatomical architecture
which results is designed to support synchrony in the local communication among neurons and
synchrony in the broader form of oscillations. We then examine the question “Can neuronal
synchrony code useful information?” We argue that the answer is yes and that synchrony’s
relevance can be demonstrated via examples from each of the major sensory systems with
special emphasis on the visual system since the visual system has been studied in the greatest
detail. We then examine the role of synchrony in higher cognitive processes. The idea that
synchrony within networks might form the basis of memory has a long history which we
summarize in this section. Additionally, we examine data that supports the idea that synchrony
plays a role in attention, another higher cognitive process. Throughout this essay we review
and distinguish between oscillatory and spike synchrony and argue that both types of correlated
firing are important components of neural coding at several different levels in the brain.

2. Development, Anatomy and Synchrony
2.1. Synchrony promotes correct wiring

Mammalian development is a remarkable process in which one cell becomes a complete
organism with many interconnected organ systems. The brain’s 100 billion neurons are further
divided into many separate functional units with specific and distributed connections between
them. These precise connections are shaped by many factors, such as molecular gradients,
timing of axon arrival and correlated spontaneous activity. The earlier stages of brain
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patterning, where broad regions are defined and early connections are formed, does not require
neural activity. It is, however, required for later stages of development, where axons, dendrites
and synapses are precisely sculpted. Synchronous firing is especially important for normal
nervous system development at this later stage. Numerous studies have provided evidence to
support the idea that neurons that are active together during development tend to wire together
and that synapses are either strengthened or lost based on the synchrony of their firing (Voronin
et al., 1996; Kleschevnikov et al., 1997; Volgushev et al., 1997).

The idea that cells that fire together wire together is a derivative of Donald Hebb’s (1949)
learning model. Hebb proposed that those pathways that are active together strengthen
connections at the expense of those pathways that are not co-active. At the cellular level the
proposed mechanism by which this process occurs involves the N-methyl-D-aspartate
(NMDA) class of glutamate receptors which are particularly prominent in many areas of the
brain during development. Binding of glutamate at the NMDA receptor coupled with a strong
depolarization removes the channel’s magnesium block allowing the influx of calcium through
the channel. Calcium activates intracellular kinases that lead to pre and postsynaptic changes
that either allow synapses to form or strengthen existing synapses. NMDA antagonists have
been shown to disrupt the normal process of synaptogenesis during development (Vislay-
Meltzer et al. 2006; see for review Constantine-Paton and Cline, 1998 and Casagrande and
Wiencken-Barger, 2000).

The dependence of neural development on correlated firing has been most heavily documented
in the visual system. It has been argued that correlated firing among retinal neurons occurs
even in utero, before exposure to visual stimuli, in the form of waves of spontaneous
synchronous activity (temporally distinct for each eye and each retinal region) and that these
waves can help pattern synaptogenesis of retinal ganglion cell axons in their thalamic target,
the lateral geniculate nucleus (LGN) (Stellwagen and Shatz, 2002). During the stage that retinal
ganglion cell axons are growing, retinal, thalamic and cortical neurons are heavily
interconnected by developmentally transient gap junctions. Gap junctions between neurons in
a network are an effective way of inducing correlated firing, as knock-out of gap junction
proteins has been shown to eliminate correlated firing among cells (Christie et al., 2005). The
waves of correlated firing among retinal ganglion cells are important for the normal formation
of separate ocular dominance regions in both the LGN and V1. This was demonstrated clearly
in the now famous experiments of Carla Shatz’s (1988) group where it was shown that blocking
all activity in fetal kittens in utero blocks the segregation of axons into ocular dominance
territories in the LGN. Whether this same activity-dependent mechanism applies to the
patterning of retinogeniculate axons across species is a matter of debate (See Chalupa this
volume). Regardless, numerous experiments have shown that manipulation of retinal activity
in early development can perturb normal development of cortical ocular dominance columns
at a stage when geniculocortical axons are still very immature (for review see Casagrande and
Wiencken-Barger, 2000).

2.2. Adult architecture promotes synchrony
Not surprisingly, based on the developmental rules just discussed, maps of feedforward,
feedback and lateral connections in the brain are fairly precise with regions that represent
common points in the periphery or common functional features being connected to one another
(Lowel and Singer, 1992; Angelucci et al., 2002). The tendency for this architecture to support
synchronous activity is best demonstrated by the waves of activity seen in EEG measurements
and also in cases where synchrony becomes deleterious as is the case in epilepsy (for review
see Vingerhoets, 2006). Additionally there are examples where cortical architecture appears
to support sequences of synchronous activity in the form of “temporal modules” (Ikegaya et
al. 2004). Feedback to thalamus from cortex also has been shown to play a role in the generation
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of synchrony. For example, Silito et al. (1994) demonstrated that cortical feedback between
the visual cortex and LGN can induce correlation of responses in LGN cells whose receptive
fields are appropriately aligned to signal the orientation of stimulus contour in the matching
feedforward pathway. They hypothesized that this increases the gain of stimulus feature-
specific input to the cortex through synchronizing the responses of thalamic neurons.

Within the cortex anatomical networks of GABAergic interneurons also have been shown to
display extensive synchronous and oscillatory firing. Interneurons form networks through
linking via both electrical and chemical synapses. Many different classes of interneurons with
distinct and consistent firing patterns have been identified. In some areas these different
networks of interneurons can display either synchronous (0 ms phase lag) or anti-synchronous
(phase lag half of interspike interval) firing, which are state-dependent (Tamas et al., 2000;
Nomura et al., 2003; Merriam et al., 2005). Although the functional relevance of these two
states of interneuron activity is not understood, it is known that application of GABA receptor
antagonists can disrupt brain synchrony (Stopfer et al., 1997; Macleod et al., 1998; Nusser et
al., 2001).

Glial architecture also appears to support temporal cooperation in brain activity. Fellin et al.
(2004) have elegantly shown a link between astrocytes and neural synchrony. They isolated
slow inward currents in CA1 neurons of the hippocampus after stimulation of Schaffer
collaterals. These currents persisted even when neuronal activity and synaptic glutamate
release were blocked. They found that these currents are caused by calcium oscillations in
astrocytes. The oscillating astrocytes release glutamate, which binds to extracellular NMDA
receptors on CA1 neurons, causing synchronized slow inward currents. It should be
remembered that astrocytes can link all regions of the brain and also link brain activity to
metabolism given that all astrocytes are linked together via gap junctions between their endfeet
that line the brain and all blood vessels and show special relationships to synaptic zones
(Wiencken and Casagrande, 1999). These glial cells are thus in a position to modulate
correlated firing throughout the brain.

Several anatomical features appear well-suited to promote oscillatory activity. For example,
pyramidal neurons in layer 5 of the visual cortex have been shown to have intrinsic oscillatory
activity in the gamma frequency range (Gray and McCormick, 1996). Recurrent inhibition is
another strong generator of oscillatory activity. The insect olfactory system has proven to be
a great model for studying the role of recurrent inhibition as well as other mechanisms in
generating oscillatory synchrony (See Fig. 1). Olfactory receptors project to principal neurons
in the insect antennal lobe. The antennal lobe also contains local interneurons, which have been
implicated in the generation of oscillations in the principal neurons. The local interneurons are
interconnected via gap junctions. This interneuron population typically fires a quarter of an
oscillatory cycle after principal neuron activation (Fig. 1B). This period corresponds to the
period when the principal neurons are hyperpolarized. These inhibitory inputs further delay
subsequent principal neuron firing, and because these inhibitory inputs are distributed and
synchronized, the principal neurons’ action potentials also synchronize (20–35 Hz). The
principal neurons project their oscillatory spikes to Kenyon cells in the insect mushroom body
for more complex analysis. Collaterals from the principal neurons project to a small group of
GABAergic neurons in the lateral horn, which in turn project to the Kenyon cells (Fig. 1A).
The inhibitory neurons in the lateral horn receive oscillatory input and send oscillatory spikes
to the Kenyon cells that lag the arrival of the principal neuron spikes by 173° (Fig. 1B). The
Kenyon cells thus receive an alternation of oscillatory stimulatory input from the principal
neurons and of oscillatory inhibitory input from the lateral horn neurons. The two groups of
inhibitory neurons thus serve to improve the precision of stimulus-dependent oscillations in
the insect olfactory system (Laurent et al., 1996; Stopfer et al., 1997; MacLeod et al., 1998;
Stopfer and Laurent, 1999). This form of synchrony has been shown to be very important in
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providing olfactory information to higher areas in the insect brain, and as will be described
later, disruption of this synchrony impairs olfactory discrimination in the insect (Stopfer et al.,
1997). Similar mechanisms likely exist in mammals.

2.3. Oscillatory synchrony vs. spike synchrony
Although it is clear that wiring designed to support oscillatory synchrony would also support
local spike synchrony, the relationship between the two has proven difficult to elucidate (see
also Singer, this volume). Gray et al. (1989a,b) demonstrated that synchronized cells separated
by large cortical distances generally oscillate in the gamma frequency range (30–50 Hz). It
was later proposed that these oscillations are a mechanism for generating long-range synchrony
(Singer, 1993; Eckhorn, 1994, Engel and Singer, 2001). This idea has received support from
several simulation studies (Schuster and Wagner, 1990a,b).

Although spike synchrony can occur without oscillatory patterning, oscillatory synchrony
always generates spike synchrony. This occurs because an oscillation is an alternation between
states of inhibition and increased excitability. When a population is oscillating, its neurons will
generally fire during the latter state, resulting in an increase in population synchrony. The
greater the oscillation amplitude, the greater the precision of the synchrony. Oscillations have,
for this reason, been hypothesized to be a mechanism of increasing spike timing precision of
neuronal assemblies (for review see Singer, 1993; Singer and Gray, 1995; Usrey and Reid,
1999; Engel and Singer, 2001; Samonds and Bonds, 2005). In addition, experimental evidence
shows that response latencies may shift in a manner dependent on the polarity of the preceding
local field potential (LFP) fluctuation. This suggests that temporally dispersed excitatory post-
synaptic potentials (EPSPs) may become synchronized within less than an oscillatory cycle
through the shifting of spike latencies (Crick and Koch, 1990; Fries et al., 2001).

Oscillations also have been considered to be an epiphenomenon of spike synchrony, occurring
as a result of synchronous stimulus onset-dependent bursting activity (Singer, 1993).
Oscillatory activity, however, has been found to be only weakly correlated with stimulus onset
bursting activity (Samonds and Bonds, 2005). Oscillatory activity is more likely the result of
internal network dynamics reflecting complex interactions between local networks that
themselves may or may not be synchronized (Eckhorn, 2000).

Several lines of evidence, however, do not support a causal relationship between oscillatory
synchrony and spike synchrony. Most studies indicate that oscillatory neurons are the small
minority in the visual cortex, with several groups reporting the prevalence to be as low as 2–
5% (Desimone and Schein, 1987, Eckhorn et al., 1988; Alais, 1998). In addition, a recent study
(Samonds and Bonds, 2005) suggests that oscillations are not required for the generation of
spike synchrony in cat visual cortex. By determining spike synchrony using a joint-peristimulus
time histogram (Aertsen, 1989) and correlating this value with the degree of oscillatory activity
of the cells as determined using autocorrelation, these authors showed that the presence of
oscillations is only weakly correlated with the strength of spike synchrony. The latter study
also showed that correlated activity is maintained longer in the presence of oscillatory activity,
suggesting that although oscillations are not involved in the generation of local synchrony,
they may be involved in its maintenance (Samonds and Bonds, 2005). A large limitation of all
of these studies that describe the low incidence of oscillatory activity is that these studies
examined oscillations by looking at single cell responses. Studies of spike field coherence,
which relate neuron spiking activity to population oscillations, suggest that the majority of
visual cortex neurons are oscillatory (Jarvis and Mitra, 2001; Womelsdorf et al., 2006). Much
more research needs to be done to relate spike synchrony to oscillations. An obvious advantage
of having these two types of correlations is that, as described above, spike synchrony is highly
dependent on oscillations. Thus, spike synchrony generated in early visual areas may be subject
to oscillatory patterning from higher brain areas.
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Determining the source of oscillations and spike synchrony and their relationship has been
confounded by the fact that neurons are highly nonlinear devices (for review see Crick and
Koch, 2003). When such nonlinear devices are interconnected they produce emergent states
of activity patterns with complex dynamics, which in several cases have been reproduced in
simulation studies (Grossberg et al., 1989; Ermentrout et al., 1998; Ermentrout and Chow,
2002). It has been shown that very simple inter-neuronal connection patterns that are ubiquitous
in many sub-cortical structures and cortical areas can cause the interconnected dynamical
nonlinear devices to go into both stable and unstable periodic states, which can produce
oscillations and synchrony (Grossberg, 2001; Ermentrout et al., 1998). Thus, although it is
clear that brain architecture is conductive to promoting synchrony, either globally through
oscillations or locally through spike synchrony, determining the sources of these types of
activity and their relationship will involve not only further elucidation of cortical and sub-
cortical microcircuitry, but also an understanding of how the components of these circuits
cooperatively function in large populations given their nonlinear nature.

Throughout the remainder of this essay, where it is possible, we will continue to try to
distinguish between oscillatory and spike synchrony as we think that these two complementary
forms of synchrony may have different roles in neural coding. What remains to be determined,
however, is whether the synchrony means anything functionally. It could be argued that both
spike synchrony and oscillatory synchrony are just epiphenomena of developmental
mechanisms. The next section will describe research that suggests that neural network codes
based on synchrony can be effective in coding information above that produced simply by the
magnitude of firing in individual neurons.

3. Can neural synchrony code useful information?
Before considering the functional relevance of neural synchrony, it needs to be shown that
synchrony can code information that is ultimately useful to behavior. Without getting deeply
into issues of coding and information theory, suffice it to say that the answer is complicated
by the likely fact that the nervous system makes use of different coding strategies depending
on the circumstances. It is clear that firing rate is correlated with many aspects of neural
processing. What we are asking here is whether synchronous firing among populations of
neurons provides more information or additional information than can be provided by the rate
of firing of individual neurons. The answer also depends, in turn, on what time scales one is
considering. The reader should be aware that definitions and forms of analysis vary
significantly between investigators in the many studies that consider temporal coding in the
nervous system. With that cautionary note in mind, we believe the key relevant questions that
need to be answered concerning synchrony are: 1) Are spike trains temporally precise? 2) Does
spike timing encode information not available from firing rate? 3) Can neurons operate as
coincidence detectors? and 4) Can spike synchrony or oscillations among groups of neurons
be transmitted from one level to the next? (for further review of these issues see Singer,
1993; Singer and Gray, 1995; Usrey and Reid, 1999; Engel and Singer, 2001). To answer these
questions in this section, we primarily use examples from the visual system, since neuronal
synchrony has been most extensively studied in this sensory system.

3.1. Are spike trains temporally precise?
Because synchrony utilizes the correlation of spikes on a millisecond timescale, to be a
reproducible neural code, the spike trains of neurons should be temporally precise on a similar
time scale. It has been suggested that large spike timing variability to repeated stimuli would
indicate that only an integration mechanism based on firing rate could extract information from
the spike train (Shadlen and Movshon, 1999). Although high temporal precision of neuronal
spike trains is important for the generation of neuronal synchrony, it is important to distinguish
between the precision of the spike train generated by a single neuron and the precision of the
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relatively co-occurring spikes in an ensemble of neurons. Even if the spike train of a single
neuron is variable, when all the neurons in an assembly fire together (in response to a stimulus),
they can fire their spikes in a coordinated manner that results in precise temporal coincidence
that is sufficient to consistently elicit a downstream response. This was demonstrated in the rat
barrel system by Bruno and Sakmann (2006). Using extracellular electrodes in the thalamus
and intracellular electrodes in the cortex, it was shown that thalamocortical synapses are weak,
but the inputs are highly convergent and synchronous, giving them the ability to strongly drive
cortical neurons. The cortical neurons responded highly precisely to stimuli, although each
individual thalamocortical projection provided only a small fraction of the stimulation. Thus
although individual thalamic neurons could have trial to trial variation in spike timing, cortical
neuron responses are highly correlated to the synchronous spikes of thalamic assemblies, which
are highly precise. The Bruno and Sakmann (2006) study also had important implications for
Zohary et al.’s (1994) study which revealed that the correlation among neuronal spike trains
can be disadvantageous by propagating noise. Although correlations can reduce the benefits
of averaging many inputs, when the activity of a population is integrated over time, its activity
gets averaged and noise is reduced. Thus downstream responses can be very consistent even
in light of noisy synchronous spikes among populations of neurons (Bruno and Sakmann,
2006).

Several studies suggest that neurons are precise in a manner that would allow for a code based
on spike synchrony. High temporal precision was described early in the study of the auditory
system, where differences in spike timing are generated by the relative distance from each ear
to an auditory stimulus. The spikes generated by these neurons in the early auditory pathways
are highly precise and the difference in timing between spikes generated by the separate ears
is used to spatially localize the source of the sound (Oertel, 1999). Since interaural timing
differences are an essential clue to localization in auditory space, however, it could be argued
that they represent a special case and do not generalize to the nervous system as a whole. In
the visual system, high temporal precision has also been demonstrated in the spike trains of
retinal ganglion cells (Berry et al., 1997; Berry et al., 1998; Reich et al., 1997), LGN neurons
(Berry et al., 1998; Reinagel and Reid, 2000; Kara et al., 2000), primary visual cortical (V1)
neurons (Samonds et al., 2003; Samonds and Bonds, 2004; Kohn and Smith, 2005) and higher
order visual cortical neurons in the middle temporal (MT) (Bair and Koch, 1994, 1996; Buracas
et al., 1998) and inferior temporal (IT) (Richmond et al., 1987a,b; Optican and Richmond,
1987) visual areas of the primate. A general finding of these studies is that although trial to
trial neuronal firing rates may be variable, the spikes that are produced are temporally precise
to within 3–7 ms (less than the average interspike interval (ISI)) in a stimulus-dependent
manner.

3.2. Does spike timing encode information not available from firing rate?
Several studies suggest that more visual information is encoded in the temporal properties of
spikes than in firing rate alone. Information-theoretic analyses of spikes produced by retinal
ganglion cells (Berry et al., 1997; Berry et al., 1998), LGN (Dan et al., 1998), V1 (Samonds
et al., 2003; Samonds and Bonds, 2004; Samonds et al., 2004) and area MT neurons (Buracas
et al., 1998) indicate that precise cooperative activity between pairs of neurons may account
for 40 to more than 200% more information than independent firing depending upon the
stimulus conditions. Importantly, it was shown that the amount of information gain was
dependent on the degree of correlation between the pairs of neurons. Moreover, it also has been
shown that the classically defined visual receptive fields encoded by the synchronous spikes
of two retinal ganglion cells (Meister et al., 1995) or two cells in cat V1 (Ghose et al., 1994)
are smaller than the receptive fields encoded by changes in firing rate of either neuron alone,
suggesting that the spatio-temporal resolution of coincident spikes is greater than that of single
units.
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3.3. Can neurons operate as coincidence detectors?
Many studies have sought to determine whether visual neurons act as temporal integrators or
coincidence detectors. For a neuron to be a temporal integrator, which is ideal for detection of
changes in firing rate of the input neurons, the postsynaptic membrane integration time constant
has to be greater than the average ISI of its inputs. On the other hand, short membrane
integration time compared to the ISI is required for a neuron to be a coincidence detector, a
mechanism well-suited for the discrimination of synchronous from asynchronous spikes (for
review see König. et al., 1996; Usrey and Reid, 1999). Several modeling studies have indicated
that neurons are highly sensitive to the synchronicity of input spikes (Softky, 1994; Lumer et
al., 1997). These studies show that spikes synchronous to within four milliseconds significantly
affect the firing rates and selectivity of neuronal responses to visual stimuli. The physiological
determination of both the average ISI and the integration time constant has proven to be
difficult, however, mainly due to the dependence of these values on the overall baseline level
of activity. Early evidence indicated that the integration time constant is between 8–15 ms (for
review see Abeles, 1982; Pei et al., 1994). This would be adequate for coincidence detection
if neuronal firing rates consistently weren’t much higher than 25 Hz. Visual neurons with firing
rates above 100 Hz, however, are commonly found. Nevertheless, theoretical data suggests
that the integration time constant at small dendritic branches may be an order of magnitude
smaller than at the soma (Agmon-Snir and Segev, 1993). In addition, some recent studies
provide evidence showing that neurons are more sensitive to synchronous spikes under states
of high activity. Using intracellular recordings and numerical simulations Azouz and Gray
(2003) found dynamic changes in V1 neuron thresholds that increase the neuron’s sensitivity
to correlated inputs and decrease it’s sensitivity to uncorrelated inputs. Taken together with
simulation data that suggests that the postsynaptic potential (PSP) time constant is significantly
shorter in highly active neurons (Bernander et al., 1991; Softky, 1994; Creutzfeldt, 1995), these
data suggest that coincident input is required to generate action potentials, particularly in states
of high activity. Chaos, the constant but variable activation of excitatory and inhibitory
connections by broadly-tuned spikes, has also been shown to promote synchronous activity
(Hansel, 1996; van Vreeswijk and Sompolinsky, 1996; Karbowski and Kopell, 2000). It has
been suggested that chaotic activity maintains the postsynaptic potential near but just below
threshold, reducing the integration time constant (Koch, 1996; Samonds et al., 2003), allowing
neurons to be more sensitive to coincident inputs.

There also are a few physiological studies that indicate that synchronous spikes are better at
generating responses than are asynchronous spikes. Electrophysiological data shows that
synchronous spikes in the LGN (Singer, 1973; Singer and Bedworth, 1973) and primary visual
cortex (Alonso et al., 1996; Usrey et al., 2000) sum supralinearly and are better at evoking
action potentials than asynchronous spikes. In addition, recent evidence from our lab
demonstrates that the degree of synchrony among neurons within a visual area correlates with
how effective those neurons’ spikes are at generating downstream action potentials
(Jermakowicz et al., 2006, 2007). Cross correlation histograms were computed between spike
trains of neurons in areas V1, the secondary visual area (V2) and the tertiary visual area (V3)
of the prosimian primate bush baby (galago). The timing of the peaks in the cross correlation
histograms between neurons in the three different visual areas with overlapping receptive fields
suggested that these represented connected sets of neurons with V1 driving activity in V2, and
V2 driving activity in V3. Changing stimulus conditions, such as orientation, spatial and
temporal frequency, changed the firing rates and synchrony among V1 neurons. The efficacy
at which V1 neurons evoked spikes in areas V2 and V3 (as determined by peak height in the
respective cross correlation histograms) was highly correlated with the amount of synchrony
among V1 neurons, but not with the changes in firing rate (Jermakowicz et al., 2006, 2007).
These data further demonstrate that synchronous spikes are better at evoking downstream
spikes than asynchronous spikes during visual stimulation.
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3.4. Are spike synchrony and oscillations transmitted between different levels?
The temporal precision of neuronal spike trains is maintained from the retina to extrastriate
areas (Bair and Koch, 1996; Berry et al., 1997; Reich et al., 1997; Buracas et al., 1998; Berry
et al., 1998; Reinagel et al., 1998; Reinagel and Reid, 2000, Samonds et al., 2003; Samonds
and Bonds, 2004; Jermakowicz 2006, 2007), indicating that the visual system may be capable
of reliably transmitting synchronous spikes. This is supported by the Silito et al. (1994) study
described earlier that showed that feedback from V1 induces correlated firing in the cat LGN.
The most convincing studies showing the serial transmission of correlated firing, however,
were done by Neuenschwander et al. (1996) and Castelo-Branco et al. (1998). These studies
reported that transient 60–120 Hz oscillations resulting from static stimuli may be transmitted
from retina to V1. In contrast, moving stimuli produced cortically-generated 30–60 Hz
oscillations and corticogeniculate feedback phase-locked LGN oscillations to this frequency.

Studies from our lab also suggest that synchronous signals may be transmitted through the
early visual cortex. As mentioned previously, the amount of synchrony among neurons in a
lower visual area determines how well spikes from those neurons evoke action potentials in
higher order areas. These higher area neurons synchronize with each other, and their degree
of synchrony is directly correlated with the amount of synchrony among the neurons driving
them from the lower area. It is possible that the synchrony in both lower and higher areas may
arise from separate sources and the synchrony in the higher area may not be a result of the
synchrony in the lower area. However, the fact that spikes from the synchronous cells in the
higher visual areas (V2, V3) precisely lag the spikes of the synchronous cells in the lower visual
areas (V1, V2) suggests that synchronous signals are transmitted serially through the several
levels of processing in the visual system. Our results also suggest that potential object-encoding
synchronous assemblies become progressively sparser but more correlated as they travel
through the early visual system (Jermakowicz et al, 2007). Sparse coding means that there is
a low level of redundancy among neurons in what is coded, which is important given the energy
demands of the nervous system. Sparse codes based on synchrony have also been observed in
other brain systems (Perez-Orive et al., 2002; Hahnloser et al., 2002).

The data from the preceding sections collectively demonstrate that spike synchrony could serve
as a reasonable and efficient neural code that is reliable, can be detected by post-synaptic
neurons and can be transmitted from lower to higher levels in the visual hierarchy. The
advantage of such a coding mechanism compared to one based solely on firing rates is that: 1)
It is more rapid since coincidence detection is faster than the temporal integration that would
be required for coding by firing rate (for review see König et al., 1996), 2) It is more dynamic
and flexible (for review see Singer, 1993; Singer and Gray, 1995; Usrey and Reid, 1999; Engel
and Singer, 2001), and 3) It can encode more information (Ghose et al., 1994; Meister et al.,
1995; Berry et al., 1997; Berry et al., 1998; Buracas et al., 1998; Dan et al., 1998; Samonds et
al., 2003; Samonds and Bonds, 2004; Samonds et al., 2004).

4. Does synchrony have a role in visual perception?
As mentioned earlier, in the visual system at the level of retinal ganglion cells and LGN cells
action potentials are already highly synchronized. This early form of spike synchronization is
thought to be mediated by the large number of gap junctions that remain even in adult animals
at these levels and extensive convergence and divergence of inputs to the LGN (Meister
1995; Alonso et al., 1996). There has been great debate, however, as to the role of this
synchronous firing at subsequent stages in the visual system. There are two general hypotheses
regarding the generation and use of neuronal synchrony in the visual cortex. The first
hypothesis, termed the “Temporal Binding Hypothesis,” suggests that spike synchrony and
global synchrony in the form of oscillations bind stimulus features through an internally-
generated mechanism (for review see von der Malsburg, 1982; Crick and Koch, 1990; Singer,
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1993; Eckhorn, 1994, Engel and Singer, 2001). The second hypothesis suggests that spike
synchrony is generated by the spatio-temporal properties of a stimulus and serves to provide
perceptually relevant information about the stimulus not available from changes in firing rates
(Samonds et al., 2003; Samonds and Bonds, 2004; Samonds et al., 2004; Samonds and Bonds,
2005; Biederlack et al., 2006).

4.1. Does neuronal synchrony mediate feature binding?
The Temporal Binding Hypothesis was first proposed by von der Malsburg (1982) and has
since received much experimental attention (for review see Crick and Koch, 1990;Singer,
1993;Eckhorn, 1994,Engel and Singer, 2001). This hypothesis sought to explain how objects
are identified and represented throughout the visual system. Components of an image are
processed in parallel by distributed neurons within a visual area and across many of the more
than 30 visual areas that have been proposed to exist in primates (Felleman and Van Essen,
1991). The Temporal Binding Hypothesis suggests that distributed neurons representing the
same object have to be tagged and demarcated from neurons representing other objects in the
visual field. These bound neurons were termed dynamic assemblies and the mechanism of
tagging the neurons was suggested to be synchrony. Oscillations were proposed to be a
mechanism of entraining membrane potential fluctuations and thus generating spike
synchrony, especially over long distances. In addition to grouping the responses of these
neurons, the correlated firing of cells within an assembly also was proposed as a mechanism
to promote processing at higher levels in the visual hierarchy. The proponents of this hypothesis
suggested that binding requires a coordinated interplay between bottom-up and top-down
mechanisms. The hypothesized bottom-up mechanism was the generation of synchrony
encoding Gestalt properties of the stimulus, such as continuity, vicinity and coherent motion
(Koffka, 1935). Top-down mechanisms were proposed to synchronize the distributed neurons
representing the same object via stimulus-dependent oscillatory synchronization (for review
see von der Malsburg, 1982;Crick and Koch, 1990;Singer, 1993;Eckhorn, 1994,Engel and
Singer, 2001).

Studies examining the ability of correlated firing to bind distributed neurons representing the
same objects have primarily utilized texture segmentation and feature grouping tasks (Lamme
and Spekreijse, 1998, Castelo-Branco et al., 2000; Roelfsema et al., 2004; Palanca and
DeAngelis, 2005). Psychophysical studies show that in addition to spatial cues, the brain may
use temporal difference cues as small as 3–5 ms to differentiate figure from ground
(Ramachandran, 1991; Fahle, 1993; Leonards et al., 1996), suggesting that a neural code based
on precise spike timing in the millisecond time scale binds neurons representing features of
the same object. Finding evidence for such scene segmentation reflected by the synchronization
of neural responses, however, has proven to be difficult and controversial.

The first physiological data supporting scene segmentation by synchrony in an awake animal
were generated by Engel et al. (1991). When neurons with overlapping receptive fields were
stimulated with a contiguous moving bar, their collective responses were synchronized. When
two bars moving in different directions were presented, however, the neurons divided into two
separate oscillatory synchronized assemblies based on the orientation preferences of the
neurons within each assembly. Neurons were synchronized with other neurons within the same
assembly but not with neurons belonging to the other assembly. Similar results were obtained
in macaque area MT, where oscillations were demonstrated to have similar stimulus-specific
features (Kreiter and Singer, 1996). Other studies, however, have failed to demonstrate a
relationship between scene segmentation rules and correlated firing. The general finding from
the latter is that during scene segmentation tasks the amount of correlated firing between cells
is not significantly different depending on whether the neurons are encoding features of the
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same or different objects (Lamme and Spekreijse, 1998; Dakin and Bex, 2002; Roelfsema et
al., 2004; Palanca and DeAngelis, 2005; van der Togt et al., 2006).

A good model for studying the role of synchrony in binding stimulus features utilizes plaid
stimuli. These stimuli may be perceived either as two gratings sliding on top of each other
(component motion) or as a single pattern that moves in a direction that is intermediate to the
orientations of the two gratings that compose it (pattern motion). The type of motion perceived
depends on the transparency of the component gratings (Adelson and Movshon, 1982; Stoner
et al., 1990; Smith and Harris, 1991). A few studies have attempted to correlate synchrony with
the type of motion perceived. A positive test for binding by synchrony would show two
different coherent oscillatory assemblies for component motion and one large synchronized
oscillatory assembly for pattern motion (Castelo-Branco et al., 2000; Thiele and Stoner,
2003; Palanca and DeAngelis, 2005). This was indeed observed by Castelo-Branco et al.
(2000) in areas 18 and the posteromedial lateral suprasylvian area (PMLS) of the anesthetized
cat. Area PMLS has neurons with similar properties to those in area MT of monkeys. These
observations, however, have not been reproduced in area MT of the awake macaque monkey,
where pattern motion elicits significantly less synchrony than component motion (Thiele and
Stoner, 2003). Reasons for these discrepancies are not clear but most likely reflect the state of
the animal. One thing that is well understood concerning spike and oscillatory synchrony is
that these forms of correlated activity are very state-dependent (Fries et al., 2001; Thiele and
Stoner, 2003; Palanca and DeAngelis, 2005; van der Togt et al., 2006). In the awake behaving
subject it is clear that different cognitive states and even different task demands can produce
differences in the degree and type of synchrony/oscillatory activity seen. State dependent
effects need to be taken into account when analyzing such data.

A general limitation of many of the above-mentioned feature grouping studies is that these
studies examined changes in correlation between pairs of neurons with overlapping or collinear
receptive fields. Such receptive fields have been shown to share more extensive horizontal
connections, increasing the chances of detecting correlated firing (Gilbert and Wiesel, 1983;
Rockland and Lund, 1983; Kisvarday et al., 1997). By sampling more broadly and using stimuli
with partially occluded objects, Palanca and DeAngelis (2005) evaluated the potential roles
for spike synchrony and oscillations as mechanisms of feature binding in area MT of the awake
macaque monkey. Interestingly it was shown that spike synchrony shows little dependence on
feature grouping, but gamma band oscillations are significantly stronger when features are
grouped. Nevertheless, the change in oscillatory activity was small compared to the variability
of spike synchrony. In addition, the significant oscillatory effect was abolished when stimulus
differences near the receptive fields were eliminated using partial occlusion. These findings
led the authors to conclude that spike synchrony and oscillatory synchrony are not a general
mechanism of feature binding (Palanca and DeAngelis, 2005).

Recently it has been shown that success in a figure/ground discrimination task is correlated
with oscillatory synchrony dynamics in macaque V1 during stimulus onset (van der Togt et
al., 2006). Before stimulus onset broad-peak correlations are observed that change to thin-peak
correlations after stimulus onset. It was shown that the magnitude of this stimulus-dependent
decrease in synchrony correlates with success in the task. The authors suggest this
desynchronization reflects a change from loose and global neuronal interactions towards a finer
temporal and spatial scale of neuronal interactions and that such changes are required for
success in a figure/ground discrimination task (van der Togt et al., 2006). The finer neuronal
interactions could be those produced by stimulus encoding neural assemblies whose spikes
synchronize in response to the appearance of the stimulus (see later in this chapter).
Nonetheless, these studies suggest that instead of being involved in binding stimulus features,
oscillatory synchrony is more likely related to the cognitive state before the binding occurs,
such as attention.
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As noted above, data exist that both support and contradict a role for neuronal synchrony in
feature binding. Future studies should utilize neurons with wholly different receptive field
locations and stimulus preferences as well as stimuli that are less optimal for driving the
responses of individual neurons, such as natural stimuli, which reflect more realistic viewing
conditions. Given the current difficulty, however, in linking correlated firing with feature
binding in simple discrimination tasks, it is difficult to imagine finding a role for correlated
firing in more natural viewing conditions, where distributed responses from millions of neurons
may need to be precisely bound into thousands of different object representing assemblies
(Shimojo et al., 1988; Stoner and Albright, 1996).

A large weakness of the Temporal Binding Hypothesis is that it attempts to describe how neural
codes representing object features can be bound together without providing a mechanism for
the identification of objects or a mechanism that can coordinate synchrony and oscillation
dynamics across distributed networks, producing these object-encoding assemblies (for review
see von der Malsburg, 1982; Crick and Koch, 1990; Singer, 1993; Eckhorn, 1994, Engel and
Singer, 2001). Oscillatory synchronization was proposed as a mechanism of synchronizing
spike trains of distributed neurons (for review see von der Malsburg, 1982; Crick and Koch,
1990; Singer, 1993; Eckhorn, 1994, Engel and Singer, 2001). Although oscillations are
modulated by top down influences, such as attention, their prevalence as well as ability to code
perceptually relevant information is not well understood (Ghose and Freeman, 1992; Young
et al., 1992; Bair et al., 1994; Gray and Viana Di Prisco, 1997, Samonds and Bonds, 2005).
Proponents of the Temporal Binding Hypothesis have argued that the object recognition and
synchrony generation occur through a coordination of bottom-up and top-down mechanisms,
however, again these mechanisms, as well their interactions, have been poorly-defined and
experimental evidence is inconsistent (for review see also von der Malsburg, 1982; Crick and
Koch, 1990; Singer, 1993; Eckhorn, 1994, Engel and Singer, 2001).

4.2. Spike synchrony provides information on stimulus detail
The second hypothesis concerning the role of neuronal synchrony in visual processing suggests
that spike synchrony (generated by the spatio-temporal properties of a stimulus) serves to
provide perceptually relevant information about the stimulus (Samonds et al., 2003; Samonds
and Bonds, 2004; Samonds et al., 2004; Kohn and Smith, 2005; Samonds and Bonds, 2005;
Biederlack et al., 2006). Spike synchrony is suggested to work in conjunction with changes in
firing rate, although each likely provides different types of information regarding a visual
stimulus. This is not simply a corollary of the Temporal Binding Hypothesis but argues that
spike synchrony between local populations can very effectively group cells in networks based
on the natural temporal correlations that occur in viewed images since the parts of objects move
together and have continuous contours. Data generated to support this hypothesis include
studies showing that spike synchrony between different pairs of cells in V1 of the cat varies
depending on whether they represent components of common contours. Thus, any individual
cell can synchronize with different partners in the network depending on the stimulus
components (2004; Samonds et al., 2004; Samonds and Bonds, 2005, Samonds et al., 2006).

Early studies of synchrony looked at the functional and anatomical correlates of spike and
oscillatory synchrony. Both types are strongly dependent on neuronal proximity and feature
preference as well as on the configuration of stimuli (Desimone et al., 1985; Gray et al.,
1989; Engel et al., 1990; Kreiter and Singer, 1992). It was also shown that spike synchrony
and oscillatory synchrony reflect Gestalt criteria (continuity, vicinity and common motion)
(Koffka, 1935). Changes in these criteria are not necessarily reflected by changes in firing rate
(Gray et al., 1989; Engel et al., 1991).

Many studies of neuronal synchrony also defined a correlation between the degree of synchrony
and the similarity of orientation preference between two cells in V1 (Gray et al., 1989; Engel
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et al., 1990; Engel et al., 1991; Kohn and Smith, 2005). Recent studies, however, have provided
a better understanding of the potential role of spike synchrony in orientation discrimination.
By using information-theoretic analyses, it was shown that changes in firing rate provide the
information necessary for discrimination of coarse orientation differences, with little
information gained from the cooperative activity of neurons. In contrast, cooperative activity
encodes most of the information required for fine angle discrimination, with no significant
information gained from changes in firing rates (Samonds et al., 2003; Samonds et al., 2004).
It was also demonstrated that increasing the number of cells in an assembly increases the
amount of information coded (Samonds and Bonds, 2005). These studies provide a biologically
plausible mechanism for hyperacuities (Westheimer, 1981).

Recently, encoding of contours by spike synchrony has been demonstrated for cocircular
contours (Samonds et al., 2006). Spike synchrony was found between cells with largely
different orientation preferences when their receptive fields were stimulated simultaneously
by the edge of a circle. The degree of synchronization was found to be orientation and curvature-
dependent and demonstrated greater selectivity for cocircular contours than changes in firing
rate (Fig. 2). The authors suggested that this mechanism serves to shape extrastriate contour
response selectivity (Samonds et al., 2006).

In addition, recent evidence from our lab indicates that spike synchrony is dependent on spatial
frequency in a manner that firing rate is not. The amount of spike synchrony present in bush
baby V1 is greater at higher spatial frequencies. The spike synchrony at these higher spatial
frequencies is better at discriminating fine differences in spatial frequency than is firing rate.
An attractive hypothesis is that spike synchrony has evolved as an important strategy for coding
for stimulus structural detail (Jermakowicz et al., 2006).

Biederlack et al. (2006) argue that spike synchrony and changes in firing rate have different
roles in coding for perception of stimulus brightness in the cat. The perceived brightness of a
center grating was modulated by either changing the orientation of a surround grating relative
to the center or by changing the phase of the surround grating relative to the center grating.
Parallel multiunit responses were collected from V1 cells whose receptive fields focused on
the center grating. Changing the surround orientation produced significant increases in firing
rate without affecting spike synchrony between the units. On the other hand, Altering the
surround grating’s phase relative to the center grating increased spike synchrony between the
units without affecting firing rates. These results suggest that separate codes, one based on
changes in firing rate and the other based on spike synchrony, may code perceived brightness
depending on how the illusion is induced. It is not known, however, how the different stimulus
manipulations lead to the separate changes in neuronal response properties.

A limitation of the spike synchrony hypothesis is that it has not yet been demonstrated that
extrastriate areas are sensitive to the information encoded by correlated activity in lower visual
areas. Thus, although we have demonstrated that stimulus-dependent spike synchrony in lower
areas correlates with driving efficacy of spikes between areas, the perceptual relevance of this
relationship is unclear. Also, the stimulus-dependent network properties that generate the
perceptually relevant synchrony need to be elucidated. These properties have been
hypothesized to include bursting, convergence and divergence, oscillations and chaos
(Samonds et al., 2005), however, likely involve many other features. A role for these and other
mechanisms in generating the relevant correlated activity needs to be determined.
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5. What is the role of synchrony in other brain systems?
5.1. The auditory system

Auditory neurons have long been known to be able to produce precise stimulus-dependent
responses (Moiseff and Konishi, 1981; Hill et al., 1989; Oertel, 1999). In addition, the ability
of auditory brainstem neurons to act as coincidence detectors that can detect the interaural time
differences (ITDs) between spikes from the two ears and deduce sound source location was
one of the first examples demonstrating that spike synchrony may code useful information
(Moiseff and Konishi, 1981; Yin and Kuwada, 1983). These neurons, which are in the medial
superor olive of the brain stem, are morphologically unique and highly sensitive to ITDs. They
have been exhaustively studied as models of coincidence detectors. Investigations of these
neurons suggest that several factors including their bipolar shape, the site of spike generation,
receptor expression and electrical properties of soma and axon have been optimized for the
precise detection of coincident spikes (Kuba et al., 2005; Ashida et al., 2006; Kuba et al.,
2006).

The role of neuronal synchrony in auditory perception has been studied at several different
levels of the auditory system. Peripheral auditory receptors respond very precisely to auditory
stimuli. The responses of these receptors are faithfully synchronized to the onset of sounds and
the neuronal population responses to different sounds closely mimic the temporal patterns of
the stimuli (reviewed by Mason and Faure, 2004). Using information-theoretic analyses,
Machens et al. (2001) studied the ability of single insect auditory receptors and of populations
of these receptors to encode sounds. They found that although responses of single receptors
are sensitive to temporal properties of the stimulus, using population responses greatly
increased the sensitivity of the response to near behavioral levels.

Woolley et al. (2006) elegantly examined synchrony among neurons in the songbird midbrain
in response to natural (songs) vs. artificial (noise) sounds. In response to the noise stimuli,
midbrain neurons’ spikes are not temporally precise and not significantly synchronized.
Natural songs, however, elicited very temporally precise spikes synchronized to the stimulus.
This produced powerful and temporally precise synchronized population responses to the
songs. No significant differences were found among the firing rates of the neurons in response
to the different stimuli, including songs. The authors suggest that the increase in temporal
precision and synchrony of spikes not only serves to increase the precision at which sounds
can be encoded, but also serves to increase the likelihood of these responses being processed
at later stages in the auditory system. What remains to be investigated and is not known is why
the different patterns of sounds produce such different neuronal responses.

As is the case with visual cortex neurons, synchrony among neurons in the auditory cortex of
mammals is strongly dependent on the similarity of receptive field properties, specifically their
characteristic frequencies, intensity thresholds and the temporal evolution of their responses
(Brosch and Schreiner, 1999). Tomita and Eggermont (2005) recently demonstrated that
synchronous activity among neuron pairs in the auditory cortex of the cat may contain
information not available from firing rates. Using multiple single unit recordings, they
determined the spectro-temporal receptive fields (STRFs) of groups of primary auditory cortex
neurons. The STRFs of coincident spikes were smaller than their single-unit counterparts,
suggesting that synchronous spikes could serve to sharpen resolution in the spectro-temporal
domain. These same authors also distinguished between spikes that contributed to the STRF
(IN-STRF) and spikes that did not contribute (OUT-STRF; proposed to be background noise)
and looked at correlations between these groups among different neurons under different
stimulus conditions. During stimulation, correlations among IN-STRF spikes where increased,
while correlations among OUT-STRF spikes were decreased. The authors suggest that this
decrease in correlation between background spikes occurs because during silence auditory
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neurons are organized into a large synchronous assembly, but with stimulus onset this large
assembly is broken-down into many smaller stimulus-specific synchronous assemblies or
networks.

5.2. The Olfactory System
Some of the most direct evidence for a functional role of synchrony in perception comes from
studies of the olfactory system. It is known that the olfactory bulb expresses prominent
oscillatory synchrony during odorant stimulation (Adrian, 1950; Rall and Shepherd, 1968;
Freeman; 1972). Neurons in the insect olfactory bulb engage in synchronous oscillatory activity
around 20–35 Hz (Laurent and Naraghi, 1994). Information-theoretic studies have
demonstrated that changes in oscillatory activity in the insect olfactory bulb are a reliable
mechanism for signaling changes in odor content (Laurent, 1996; Laurent et al., 1996;
MacLeod and Laurent, 1996; Wehr and Laurent, 1996). Changes in correlated firing are also
associated with sensory learning. Repeated exposures to an odor are associated with decreased
firing rate modulation, but increased synchrony and oscillatory amplitude in the insect olfactory
bulb (Stopfer and Laurent, 1999). Upon pharmacological desynchronization (without
associated changes in firing rate) of olfactory bulb responses, odor discrimination deteriorates
(Stopfer et al., 1997) and cells at higher processing stages lose some of their odor specificity
(MacLeod et al., 1998). These studies provide a very strong link between synchrony and
perception of sensory stimuli.

Concepts derived from the insect olfactory system have been extended to vertebrate species,
where it has also been shown that correlated firing also can provide additional odorant
information beyond that obtained strictly from firing rates and may be involved in olfactory
learning (Friedrich et al., 2004; Zochowski et al., 2005). In addition, Nusser et al. (2001)
demonstrated that alteration of GABAergic inhibition in the mouse olfactory bulb alters the
spatiotemporal odorant code and correlates with impaired odor discrimination. Beyond their
physiological and behavioral contributions these studies have also been instrumental in
determining the anatomical substrates that support synchrony and coincidence detection (see
section on anatomy).

5.3. The Somatosensory and Motor systems
Several studies have looked for a potential role for neuronal synchrony in information coding
in the somatosensory and motor systems. Stimulus-dependent oscillatory and non-oscillatory
synchrony is prominent in the primary and secondary somatosensory cortices (Murthy and
Fetz, 1992). Although both forms of synchrony are common among these neurons, they do not
appear to be related to each other. Most synchronized neurons do not display oscillations and
the pairs that do typically do not oscillate at the same frequency (Roy et al., 2001). Bruno and
Sakmann (2006) suggest that the responses in somatosensory cortex (SI) are driven by
synchronous thalamocortical inputs. These inputs are a minority of the inputs onto SI neurons
and they are weak at driving the SI neurons individually, but because these inputs are highly
convergent and synchronous, they are efficiently able to generate SI responses. It is noteworthy
that similar proposals have been made about thalamocortical inputs in the visual system
(Alonso et al., 1996). As in the somatosensory system the thalamus provides less than 10% of
the synapses on recipient neurons in the visual cortex so mechanisms that enhance this weak
input must exist.

Synchrony, however, does not always seem to provide a better code than firing rate in the
somatosensory system. For example, Alloway et al. (2002) examined the role of synchrony in
coding for stimulus direction in cat secondary somatosensory cortex (SII). They ran a focal air
jet along the distal forelimb of the cat and looked at coding of direction by the firing rates of
individual cells and also by the synchrony among cell pairs. Whereas 63.4% of cells displayed
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a direction preference in their firing rates, only 14.2% of synchronized cells displayed a
direction preference in their correlated activity, suggesting that synchronous activity does not
efficiently code for stimulus direction, at least not in the cat somatosensory cortex.

In some cases, however, synchrony does appear to provide information in cat SII. Steinmetz
et al. (2000) demonstrated that the amount of synchrony between SII area neurons is strongly
dependent on the difficulty of a visual-tactile discrimination task. They suggest that the
synchrony may be a method of regulating attentional selection (see also below). Clearly, at this
stage too little is known about the role of synchrony in the somatosensory system to come to
any general conclusions as to its role.

Synchrony and oscillations are also prominent in the motor cortex, where they are modulated
at different phases of motor tasks (Murthy and Fetz, 1996a,b; Baker et al. 2003) and have been
implicated in motor learning (Cohen and Nicolelis, 2004; Kargo and Nitz, 2004; Paz and
Vaadia, 2004). Highly-regulated correlations are considered to be important in the proper
coordination of distal muscles, whose inputs are synchronized with pyramidal neurons in the
primary motor cortex (MI) (Baker et al., 1999, 2003).

Early studies of spike synchrony and oscillations in MI addressed the “association hypothesis”,
the equivalent of the “binding hypothesis” in the visual system (Murthy and Fetz, 2002). This
hypothesis suggested that sensorimotor oscillations could facilitate associations between cells
involved in the same task. Although it had been demonstrated that motor neurons involved in
the same task had a slightly higher probability of synchronizing with each other compared to
neurons not involved in the same task, this difference was found not to be statistically
significant and this hypothesis was soon abandoned (Murthy and Fetz, 1996 a,b).

Recently, however, Brecht et al. (2004) showed that the amplitude and direction of saccadic
eye movements depend not only on the site and amplitude of activation of the superior
colliculus, but also on the degree of spike synchrony between driving neurons. The latter study
was performed by inserting microelectrodes and simultaneously stimulating different collicular
neurons with varying degrees of synchronicity. With synchronous inputs the resulting saccade
vector was the average of the vectors resulting from stimulating each site alone, just as in
normal behavior. In contrast, when different neurons were stimulated asynchronously, the
resulting saccade was the sum of the saccades obtained from stimulating each site alone (Brecht
et al., 2004). Thus, the authors showed a behavioral correlate of increased synchrony in the
superior colliculus, demonstrating that some types of movements can be sensitive to
synchronous vs asynchronous inputs.

Narayanan et al. (2005) used an information-theoretic approach to quantifying synergy and
redundancy among neurons within neuronal ensembles in rat MI during simple motor tasks.
If neurons cooperate synergistically, then the information gained from their population activity
is more than the sum of the information gained from the activity of the individual neurons. The
opposite is true for redundancy. Although synergy and redundancy do not specifically refer to
synchrony, they refer to the information that can be gained from cooperative firing, much of
which can be due to synchronous firing. In smaller ensembles (two neurons) in rat M1 the cells
often displayed synergistic interactions, but when the ensembles were large (eight neurons)
mostly redundant interactions were observed, indicating that neurons could be removed from
the ensemble without necessarily compromising information. These results suggest that MI
neurons do not function as independent encoders of behaviorally relevant information, but
work together as a coordinated assembly. It is not clear why the neuronal interactions in this
study were observed to be mostly redundant, whereas other studies of neuronal cooperation
found mainly synergistic interactions (Maynard et al. 1999; Samonds et al., 2004). The
redundancy among MI neurons has been suggested to exist in order to overcome the highly
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diverse corticospinal neuron onset latencies (Meijers and Eijkman, 1974) or to allow for
increased efficiency in controlling functionally-related sets of muscles (Narayanan et al.,
2005), however, further studies need to be performed to determine the functional relevance of
this redundant activity and what the specific role of synchrony is in these interactions.

As mentioned in the Introduction, the first physiological data suggesting a role for precisely
timing in neural coding were published by Sir Charles Sherrington (1906, 1941). He sectioned
cat spinal cords and examined population activity during coordinated locomotion. His data
suggested that locomotion may involve the interaction of precisely correlated cell assemblies.
Since these pioneering studies, our understanding of these networks has greatly increased. At
the spinal cord these models are especially attractive because spike timing has been analyzed
at many levels, from genetic to behavioral. It is known that local neuron assemblies, called
central pattern generators (CPGs), control the precise, rhythmic timing of cells (motor neurons,
muscle fibers, interneurons, etc.) involved in generating motor patterns (For review see
Schomburg et al., 1998; Kiehn, 2006). When locomotion is initiated the many components of
the CPGs are recruited into a functional unit forming one rhythmic network (Lafreniere-Roula
& McCrea, 2005). Many players are involved. For example, there are excitatory glutaminergic
interneurons projecting to local and distal motor neurons that generate rhythmic and precise
bursting activity (Grillner, 2003). These interneurons as well as the other elements in these
CPGs have been well characterized structurally and functionally. Transient and sustained
phases of synchronous and asynchronous responses are common features of these networks.
Disruptions of the temporal patterning of this activity lead to severe motor deficits (For review
see Hultborn et al., 1998; Matsuyama et al., 2004; Cangiano and Grillner, 2005; Kiehn,
2006). These studies collectively suggest that the spinal cord architecture is designed to
maintain the precise spike timing of population responses and that spike train correlations are
a fundamental mechanism of neural coding in the spinal cord.

6. Synchrony and higher cognitive processes
6.1. Attention

Several ideas regarding the relevance of spike synchrony and oscillations in the brain require
that in addition to being sensitive to sensory stimulation, that such correlated firing be
modifiable by cognitive processes that bias the system, such as attention (for review see Singer,
1993; Eckhorn, 1994; Singer and Gray, 1995; Engel et al., 2001). Stimulus dependent gamma
oscillations are induced by stimulation of the mesencephalic reticular formation, a region
heavily implicated in attention (Munk, 1996). This effect was shown to be due to the activation
of the cholinergic system (Rodriguez et al., 2004), suggesting that that stimulation at the level
of the brainstem may drive the interconnected groups of cholinergic neurons that have axons
distributed throughout the brain. The correlation of these processes potentially linked to
attention with gamma oscillations suggests that attention may be capable of regulating
oscillatory synchrony, although the link is admittedly indirect. Additionally, many recent
studies have described the attentional dependency of neuronal synchrony (for review see Engel
et al., 2001; Fries et al., 2001; Niebur et al., 2002; Ward, 2003; Tallon-Baudry, 2004). For
example, attention has been shown to modulate oscillatory synchronization in the fourth visual
area (V4) of macaque monkeys, an area important in the hierarchy of visual areas concerned
with object recognition (Fries et al., 2001; Tiesinga et al., 2004; Taylor et al., 2005; Womelsdorf
et al., 2006). The latter studies showed that there is an increase in gamma frequency oscillations
and decrease in lower frequency (<17 Hz) oscillations between two neurons representing an
attended object compared to neurons representing a distracter. Errors, indicated by
inappropriate selection of the distracter, were preceded by an oscillatory shift from neurons
representing the target to neurons representing the distracter (Fries et al., 2001; Taylor et al.,
2005; Tiesinga et al., 2004; Womelsdorf et al., 2006). It has been suggested that this increase
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in coherence is a reflection of an increase in synchrony between local inhibitory interneurons
(Tiesinga et al., 2004).

Several studies using magnetoencephalography (MEG) and electroencephalography (EEG)
have recently added to evidence of a link between oscillatory synchrony and attention. Bauer
et al. (2006) described conditions where subjects receive tactile stimulation of both index
fingers. Cueing attention to one finger caused an increase in gamma band activity. Analogous
to the above-mentioned experiments concerning monkey V4, lower frequency oscillations
were reduced under conditions of increased attentional load.

Recently, Gross and colleagues (2004) elegantly demonstrated a link between oscillatory
synchronization and success in the attentional blink paradigm, which tests subjects’ abilities
to perceive two objects presented a short interval (about 100 ms) apart. Using MEG they studied
transient long-range inter-areal oscillatory synchronization between frontal, temporal and
parietal lobes, regions identified to be key players in the attentional modulation of visual
processing (Desimone and Duncan, 1995; Marois et al., 2000; Corbetta and Shulman, 2002).
Their results show that oscillatory synchronization between these areas in the beta range
(around 15 Hz) was greater during the presentation of the stimuli when the second object of
the attentional blink task was consciously detected. They hypothesized that the higher degree
of oscillatory synchrony was associated with better use of attentional resources (Gross et al.,
2004).

Vidal et al. (2006) hypothesized that if oscillatory synchrony is useful in visual attention, then
different attentional tasks should produce different oscillatory effects. To test this idea they
presented subjects with visual tasks that involved two different components: 1) attention to the
manipulation of grouping properties, and 2) focusing of attention to memorize part of the
display. In the task, eight differently-oriented bars were presented and the subjects had to focus
on either four or eight bars (grouping component). The bars then briefly disappeared and
reappeared, after which the subjects had to decide whether the orientation of any of the bars
had changed (memory component). Responses were recorded by MEG. They found that
altering the difficulty of the grouping component of the task increased the power of the high
(70–120 Hz) gamma-band, while changing the difficulty of the memorization component
increased the power at the lower gamma range (44–66 Hz). These data suggest that oscillatory
synchrony may play a role in coordinating activity over long distances and that different types
of complex tasks could utilize oscillatory synchronization at different frequencies.

Oscillatory synchrony has also been strongly implicated in access to consciousness (Srinivasan
et al., 1999; Palva et al., 2005; Melloni et al., 2007). Melloni et al. (2007) recently examined
the role of oscillations in conscious perception by examining responses to visible and invisible
words in a delayed matching to sample task. Both visible and invisible words generated local
gamma oscillations, however, only the visible words yielded transient gamma-band synchrony
between distant areas in the brain. The global theta-band signature was also different for the
two different responses. These results suggest that transient long-rage oscillatory synchrony is
required for access to consciousness.

6.2. Memory
Different types of memory require careful coordination of cell responses over distributed
networks. Thus, if coordinated firing mediates long-distance neuronal communication, it is
likely to be involved in both memory formation and recall. It is already known that spike timing
is critical to the creation of synaptic models of memory since it is essential to the production
of either long term potentiation (LTP) or long term depression (LTD) (see above). Additionally,
several studies have directly linked oscillatory synchrony and memory. Fell et al. (2001,
2003) studied declarative memory formation (memory for facts and events) in humans while

Jermakowicz and Casagrande Page 19

Brain Res Rev. Author manuscript; available in PMC 2008 October 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



recording depth-EEG from within the medial temporal lobe. Successful memory formation
was accompanied by transient increases in gamma and theta oscillatory synchrony between
the hippocampus and neighboring rhinal cortex, structures known to be involved in memory
formation. These changes in oscillatory frequency were not observed in cases where the
memory formation was not successful. These studies suggest that declarative memory
formation in the medial temporal lobe is mediated by transient oscillatory synchrony, linking
the hippocampus with other areas presumably involved in laying down these memories.

Oscillatory synchrony also has been implicated in memory recall. When searching for a target,
an attended stimulus typically has to be matched with a template in working memory. If
oscillatory synchrony is a long-range communication mechanism, stimuli that match a memory
template during a search task should evoke stronger gamma oscillations than those that don’t.
This relationship was observed by Debener et al. (2003) using EEG measures in human subjects
when they performed an auditory search task. Subjects were presented auditory stimuli
(template) and these had to be remembered to be compared to subsequently-presented sounds.
The auditory stimuli that matched the template led to significantly more gamma-band
synchrony than those sounds that didn’t match the template.

Oscillatory synchrony also has been implicated in long-term memory of visual stimuli. Stimuli
for which subjects have a long-term memory representation lead to significantly greater gamma
oscillations in the occipital cortex than similar stimuli that are not in long-term memory
(Herrmann et al., 2004). Some studies also have reported an increase in gamma oscillations in
the frontal lobe during long-term memory retrieval. It has been suggested that these frontal
cortex oscillations mediate the gamma-band oscillatory synchrony in the occipital cortex
(Tallon-Baudry et al., 1997; Struber et al., 2000), however more detailed analyses are needed
to confirm this finding.

Recently, several findings have strongly implicated theta rhythms in memory processes.
Invasive recordings in patients suggest that theta-band oscillations are implicated in spatial
navigation (Caplan et al., 2001, 2003), working memory (Raghavachari et al., 2001; Rizzuto
et al., 2003) and episodic memory (Sederberg et al., 2003). Work by Guderian and Duzel
(2005) indicate that large-scale synchrony mediated by theta oscillations are involved in
recollection in humans. Using MEG recordings, theta oscillations were seen in human subjects
who were required to perform a face recognition task with pictures of faces they had seen and
new faces. Cases where the subjects successfully recognized faces were associated with
increased theta activity in a distributed network that included prefrontal, mediotemporal and
visual areas in occipital cortex. The authors of this study suggest that the theta activity mediates
a dynamic link between the hippocampus and distributed neocortical assemblies which have
been implicated in memory (Treves and Rolls, 1994; McClelland et al., 1995; Rolls, 2000).

Several additional studies have linked memory and other frequencies of oscillatory synchrony,
including alpha and beta oscillations (Tallon-Baudry et al., 2001, Tallon-Baudry et al., 2004;
Palva et al., 2005; for review see Hermann et al., 2004). A general finding of these studies
regarding attention and memory is that different cognitive states have different spatiotemporal
signatures of oscillatory activity. In addition to showing that synchrony is involved with these
different cognitive processes, the data suggest that oscillatory synchrony may be the
mechanism by which the coordination of distributed assemblies of neurons occurs during these
processes. Given that much of the data on oscillations has been collected in non-invasive
studies, however, it is still unclear how oscillations relate to spike synchrony under conditions
where there are major demands on attention or memory. What evidence we do have, however,
argues strongly that both spike synchrony at the local level and oscillatory activity at the global
level are necessary for neurons to “work together” in coding relevant information at several
different levels.
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7. Conclusions and Remaining Questions
Our assignment in this essay was to explore how the concept of the neuron has changed in the
century since Golgi and Cajal shared the Nobel Prize. We have argued throughout this essay
that one area that has undergone a conceptual change concerns the function of neurons.
Although neurons are clearly still seen as individual units, functionally their group behavior
represents more than the sum of each neuron’s individual parts, and more than would be
predicted based on each neuron’s ability to produce trains of action potentials. The important
point is that, although one can identify the anatomical boundaries of neurons in space as Cajal
and Golgi both beautifully demonstrated, neuronal function is a group effort. New properties
emerge from neurons “working together,” in Golgi’s words, in specific networks. One could
argue that this idea is not a new perspective and that the philosophers and early psychologists
made this point years before Cajal or Golgi ever described a neuron anatomically. The
difference is that today we have the technological means to actually test this idea by
eavesdropping on the behavior of individual neurons and asking about how they behave
dynamically in small or large groups. What such eavesdropping shows is that a neuron’s
function must be defined relative to the group to which it is dynamically connected.

In this brief overview we defended the position that emergent properties of neuronal networks
are defined by synchrony. This synchrony can involve small local networks engaged in spike
synchrony or large global networks that appear to communicate via different oscillation
frequencies. Evidence to support this showed that spike synchrony can code information that
is independent of firing rate and that, especially in the visual system, such coding appears to
add information about spatial detail. Evidence from other sensory systems like the insect
olfactory system, also suggests that spike synchrony between neurons can code additional
information about stimulus quality, information not available in the firing rate of individual
neurons.

Although the exact relationship between spike synchrony and oscillatory synchrony still
remains to be defined, oscillatory synchrony appears to be involved in coordinating long-
distance neuronal communication. Processes such as attention, memory storage and memory
retrieval may utilize different frequencies of oscillatory synchrony to coordinate
communication among distributed networks of neurons across large brain regions such as
between the cortex of the temporal and frontal lobes and the hippocampus.

At this juncture, although there is general agreement that information coding by neurons
involves some sort of population code, no general consensus exists as to exactly how this works.
Synchrony among local and global populations of neurons has many attractive features some
of which we have reviewed here. Many questions remain to be answered before it is clear
exactly how information is coded by neurons. We have listed some key remaining questions
below.

1. What are the relative roles of direct stimulus properties and internal neural
mechanisms in generating spike synchrony?

2. What cellular and network mechanisms generate and propagate a stimulus-dependent
code based on spike synchrony?

3. How do firing rate and synchrony work together to code information

4. Do membrane integration constants vary dynamically in a manner that can
simultaneously allow codes based on synchrony and firing rate?

5. How dependent are spike synchrony and oscillatory synchrony on each other?
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6. What is the origin of different oscillation frequencies? Are they functionally relevant
or are they an epiphenomenon of neuronal communication that can eventually be
accounted for using electrophysiological and simulation studies?

7. How are spike synchrony or oscillations affected by anesthesia and the arousal state
of the system?

8. Are the time scales of spike synchrony the same in local networks at different levels
of the nervous system?

9. Are there general rules that govern the type of information that is provided by different
types of temporal codes such as firing rate, spike and oscillatory synchrony?

10. How does anatomy constrain temporal coding at different levels of the nervous
system?
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Figure 1.
Anatomy of the insect olfactory system promotes oscillatory synchrony. (A) Anatomy of the
insect olfactory system. 90,000 olfactory receptors in the antenna project to 830 projection
neurons in the antennal lobe. The projection neurons are heavily interconnected by about 300
local interneurons also in the antennal lobe. The projection neurons project to 50,000 Kenyon
cells in the mushroom body. The projection neurons also send collaterals to 80 lateral horn
interneurons in the insect lateral horn, which in turn, also send projections to the Kenyon cells.
(B) Relationship of each cell type’s spike timing relative to a mushroom body local field
potential (LFP). The recurrent inhibition of the insect olfactory system generates very precise
oscillatory spikes in each cell type. Local interneuron spikes in the antennal lobe lag projection
neuron spikes by one quarter of an oscillatory cycle, prolonging projection neuron
hyperpolarization. Inhibitory lateral horn interneuron spikes onto Kenyon cells lag the
stimulatory projection neuron spikes onto Kenyon cells by half an oscillatory cycle. Both these
mechanisms serve to increase the precision of oscillatory spike synchrony. See text for details.
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Figure 2.
Examples of synchrony dynamics for rings and gratings. (A) When two cells with collinearly-
aligned receptive fields (cells 10 and 20) were stimulated with a grating, the spikes of these
two neurons were synchronized. These neurons were not, however, synchronized with cell 11,
whose receptive field is not collinearly aligned with the other two. (B) When cells with
cocircularly-aligned receptive fields (cells 10 and 11) were simultaneously stimulated with a
concentric ring, spikes of the two cells were synchronized, but are not synchronized with cell
20, whose receptive field was not cocircularly aligned with cells 10 and 11. Significant
stimulus-dependent differences were not observed in the firing rates. These results indicate
that spike synchrony may be sensitive to cocircular contours in a manner that firing rate is not.
(Adapted from J. Neurophysiol., 95 (2006) 2602–2616 Fig. 11 with permission from the
publisher)
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