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ABSTRACT The recently cloned human chemoattractant
receptor-like (CMKRL)1, which is expressed in vivo in CD4-
positive immune cells, has structural homology with the two
chemokine receptors C-C chemokine receptor (CCR)5 and
C-X-C chemokine receptor (CXCR)4, which serve as the
major coreceptors necessary for fusion of the HIV-1 envelope
with target cells. In view of the structural similarity,
CMKRL1 was tested for its possible function as another
HIV-1 coreceptor after stable expression in murine fibro-
blasts bearing the human CD4 receptor. The cells were
infected with 10 primary clinical isolates of HIV-1, and entry
was monitored by semiquantitative PCR of viral DNA. The
efficiency of the entry was compared with the entry taking
place in CD4-positive cells expressing either CCR5 or CXCR4.
Seven of the isolates used CMKRL1 for viral entry; they were
mainly of the syncytium-inducing phenotype and also used
CXCR4. Entry efficiency was higher with CMKRL1 than with
CXCR4 for more than half of these isolates. Three of the ten
isolates did not use CMKRL1; instead, entry was mediated by
both CCR5 and CXCR4. The experiments thus indicate that
CMKRL1 functions as a coreceptor for the entry of HIV-1 into
CD4-positive cells. In the course of this study, leukotriene B4

was shown to be the natural ligand for this receptor (now
designated BLTR), which therefore represents a novel type of
HIV-1 coreceptor along with the previously identified chemo-
kine receptors. BLTR belongs to the same general chemoat-
tractant receptor family as the chemokine receptors but is
structurally more distant from them than are any of the
previously described HIV-1 coreceptors.

During infection, HIV-1 generally fuses with and enters its
target cell through a series of events involving two classes of
cell membrane receptors. It is well established that the virus
associates with the CD4 receptor (1–3), which induces con-
formational changes in the glycoprotein envelope (4, 5) allow-
ing the virus to bind to a second, heptahelix-type cell-surface
receptor. This coreceptor triggers the necessary fusion of the
envelope with the cell membrane, facilitating viral entry. Two
major coreceptors have been identified, both belonging to the
chemokine family of G-protein-coupled receptors: C-C che-
mokine receptor (CCR)5, which is primarily involved in the
infection of the so-called M-tropic, or non-syncytium-inducing
(NSI), viral strains (6–10), and C-X-C chemokine receptor
(CXCR)4, which is required for the fusion of primarily T-
tropic, or syncytium-inducing (SI), strains (11).

A key observation leading to the recent discovery of the viral
entry cofactors was the finding that certain b-chemokines have

a strong suppressive effect on the HIV-1 infection in vitro (12).
Analysis of viral isolates obtained sequentially from infected
individuals has shown that there is a loss of the sensitivity to
inhibition by b-chemokines, along with a shift of the virus from
NSI to SI phenotype (13–17). This finding suggests that, with
progression of the infection, there is a shift in chemokine
receptor usage from CCR5 to CXCR4. These results are in
accordance with the findings that dual-tropic virus strains use
both types of coreceptors, and that additional coreceptors exist
for certain subsets of primary viruses, in addition to their
primary usage of CCR5 or CXCR4 (9, 10, 18–20). Hence, the
usage of the two major coreceptors may be viewed as extremes
in an adaptation process, along which the virus expands its
receptor usage to include several different coreceptors. A
region in the gp120 envelope glycoprotein that has been shown
to be a major determinant in chemokine sensitivity is the third
hypervariable loop, or V3 loop (21–23). In view of the varying
coreceptor usage, it is important to search for additional
G-protein-coupled receptors that might facilitate the entry of
various primary HIV-1 isolates into suitable target cells during
the course of the infection.

Within the superfamily of G-protein-coupled, seven-
transmembrane receptors, the chemokine receptors form a struc-
turally related group that belongs to the subfamily of leukocyte
chemoattractant receptors. This subfamily also includes receptors
for the so-called classical chemoattractants, such as leukotriene
B4, platelet-activating factor, and the anaphylatoxins (24). Re-
cently, a novel chemoattractant-like receptor, CMKRL1, was
cloned (25). The natural ligand was subsequently shown to be
leukotriene B4 (26, 27). Although the leukotrienes themselves
have been known for more than two decades (28), no leukotriene
receptor has been cloned previously. The leukotriene B4 receptor,
or BLTR, is widely expressed in the immune system (25, 27),
including thymus, spleen, lymph nodes, and peripheral blood
mononuclear cells (PBMC), and it is '30% identical with CCR5
and CXCR4 which, in turn, exhibit the same degree of homology
when compared with each other.

In the present study, we have been able to show that
CMKRL1yBLTR supports the entry of select primary isolates of
mainly the SI phenotype into CD4-positive murine host cells.
Thus, an essentially new class of coreceptors that is used and even
required for the cellular entry of HIV-1 has been identified.

MATERIALS AND METHODS

Receptor-Expressing Cells. NIH 3T3 cells (murine fibro-
blasts) were transfected with cDNA encoding various human
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receptors and selected to obtain homogenous, stably express-
ing cell lines verified by Northern blot hybridization of the
corresponding receptor message. The experiments focused on
the human leukotriene receptor CMKRL1, clone Lyme21–9
(25), permanently transfected into NIH 3T3.CD4 cells. Cells
expressing CD4 alone or in combination with CCR5 or
CXCR4 (kindly provided by Dan Littman, Skirball Institute
for BioMolecular Medicine, New York University Medical
Center, New York) were established, as previously described
(29, 30). The receptor-expressing cells served as targets for
HIV-1 infectivity assays.

Virus Isolates. The primary virus isolates from HIV-
infected individuals were recovered from phytohemagglutinin
(PHA)-activated (Murex Diagnostics, Norcross, GA) PBMC
or CD8-depleted PBMC that were cocultivated with PHA-
stimulated PBMC obtained from two healthy blood donors.
The PBMC were separated by Ficoll (Pharmacia) gradient
centrifugation. To improve the efficiency of HIV replication,
CD8-positive cells were depleted from the patient’s PBMC by
immunomagnetic beads (Dynabeads M-450 CD8) according to
the manufacturer’s (Dynal, Great Neck, NY) protocol. Freshly
isolated PBMC or CD8-depleted PBMC (2 3 106 cells) were
activated with PHA (1 mgyml) for 3 days and cocultivated with
PHA blasts from the two normal donors at 1:3 ratio. The
cultures were maintained in complete RPMI 1640 medium
(BioWhittaker) supplemented with 10% fetal calf serum
(Gemini Biological Products, Calabasas, CA) and 10 ngyml
recombinant human IL-2 (R & D Systems). The cultures were
evaluated for the presence of HIV-1 p24 core antigen by a
commercially available ELISA (DuPontyNEN) for a total of 4
weeks. At the time of positive virus cultures, stocks were
generated by expanding the isolates in PHA-stimulated donor
PBMC, after which the viruses were filter-sterilized, aliquot-
ted, and cryopreserved at 2150°C. After the infection exper-
iments, virus phenotype was determined by using the MT-2 cell
assay (31). Briefly, MT-2 cells and PHA-activated PBMC from
healthy donors were infected with the primary isolates in
parallel (16–200 ng per 0.5 3 106 cells). MT-2 cell cultures
were monitored microscopically for syncytium formation and
p24 antigen production. Isolates producing syncytia and p24
antigen in the culture were classified as MT-2 positive with an
SI phenotype, whereas virus classified as MT-2 negative with
an NSI phenotype replicated in PBMC but did not induce
syncytia or p24 production in MT-2 cells. The clinical HIV-1
isolates, the patient’s CD4-positive T cell number, the virus
phenotype, and p24 levels in the original virus stock are given
in Table 1. The prototypic M-tropic isolate, BaL (32), and the
T-tropic isolate, IIIB (33), propagated extensively in the
neoplastic T cell line H9, were used in control experiments.

Infection Experiments. NIH 3T3 cells expressing CD4 alone
or in combination with one of the test receptors were initially
grown for at least two passages before 105 or 2 3 105 cells were
seeded in 6-well plates. On the following day, they were
infected with the various primary isolates (10–75 ng of p24
antigen) or the laboratory isolates, BaL or IIIB (10 ng of p24
antigen), for 2 h at 37°C. The cells were then washed three
times with PBS and resuspended in complete culture medium
(DMEM containing 10% bovine serum) and grown for an-
other 16 h. They were harvested, washed several times in cell
medium, and pelleted by centrifugation. The supernatant was
removed and the pellet stored until further analysis at 220°C.

PCR Amplification of HIV-1 DNA. The infected cell pellet
was dissolved at room temperature in 100 ml of K buffer
containing 100 mgyml proteinase K, followed by incubation at
55°C for 60 min, after which the protease was inactivated at
95°C for 10 min (34). Ten microliters of the suspension was
used as template in 50-ml PCR for semiquantitative amplifi-
cation of the gag region of HIV-1 by using recombinant Taq
DNA polymerase (GIBCOyBRL) in 35 cycles, each consisting
of 94°C 45-sec denaturing (pseudo-hot start), 55°C 1-min

annealing, 72°C 1-min extension, and 72°C 7-min final exten-
sion. After every sixteenth PCR sample, a negative control was
included (K buffer instead of pellet suspension as template),
followed by a positive control [10 ng of pHXB2, a full-length
proviral clone derived from the IIIB isolate (35, 36)]. The sense
primer, SK 38 (59-AGTAGCAACCCTCTATTGTGTGCA-
39), corresponded to nucleotides 1030–1053 of the pHXB2
sequence, and the antisense primer, SK 39 (59-ACATTTG-
CATGGCTGCTTGATGT-39), corresponded to nucleotides
1367–1389. The 360-bp PCR product was separated by 1.5%
agarose gel electrophoresis (10 ml per lane), transferred to a
nitrocellulose membrane filter, and hybridized with a 32P-
labeled internal probe (59-TGGCTCCTTCTGATAAT-
GCTGA-39), which corresponds to nucleotides 1305–1326 in
the pHXB2 sequence. The filters were exposed to Kodak
X-Omat AR film for 24 h.

Computer-Assisted Densitometry. The intensity of the hy-
bridization signals from the bands in the autoradiograms was
measured by using National Institutes of Health IMAGE soft-
ware version 1.61, after image acquisition with a charge-
coupled device camera. The optical densities of the individual
bands were recorded, and the film background as well as the
respective biological background (electrophoretic bands ob-
tained after infection of cells expressing CD4 alone) were then
subtracted. Comparison was made only between values ob-
tained in the same set of experiments, on the basis of simul-
taneous PCR amplifications and lined up in the same autora-
diogram. Results from repeated experiments were averaged.

RESULTS

Entry of HIV-1 into the murine host cell model was estimated
in terms of the amount of PCR-amplified virus DNA measured
by computer-assisted densitometry in autoradiograms from
Southern blots after cellular uptake and reverse transcription
of viral RNA (Fig. 1). To adjust the infectious dose so that little
or no virus entry occurred in control cells expressing the CD4
receptor alone (NIH 3T3.CD4 cells), pilot titration experi-

Table 1. Primary and laboratory isolates of HIV-1 used in the
infection experiments: Patients and characteristics of the isolates

Patient

CD4
count,*

cellsymm3 Virus isolate
Virus

phenotype†

p24 core
antigen,‡

ngyml

A 400 DS pbmc CD8- SI 150
B 354 OR pbmc CD8- SI 262
C 79 5774 PBMC SI 68
D — G3 NSI 120
E 923 OT pbmc CD8- SI 110
F 411 P001 pbmc CD8- SI 24
G 386 L002 PBMC SI 336
H — 22069-05 SI 312
J — JV 1083 NSI 16
K — 571 SI 170
— — IIIB SI 237
— — BaL NSI 688

Primary virus isolates from 10 patients, as well as two laboratory-
adapted model isolates, tested on CD4-positive mouse fibroblasts
(NIH 3T3) expressing various types of human chemotactic receptors.
Primary isolates were grown by coculturing with stimulated human
PBMC (in the four isolates designed ‘‘pbmc CD8-,’’ PBMC were
depleted of CD8-positive cells by using DynaBeads). G3 and JV 1083
are primary isolates from Nigerian clade GyA. HIV-1 BaL was
passaged several times exclusively in primary adherent macrophage
cultures derived from peripheral blood. HIV-1 IIIB is a long-term,
laboratory-passed isolate grown in H9 cells.
*Absolute counts of CD4-positive lymphocytes in patients were mea-

sured at the time of initial blood draw.
†Phenotype was classified in MT-2 assays after the infection.
‡Viral titers were evaluated in vitro by using p24 core antigen ELISA.
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ments were performed by using BaL at 1, 5, 10, 15, and 20 ng
of p24 antigen. The optimal dose was found to be 10 ng, which
resulted in a negligible entry of the virus (corresponding to a
mean optical density in the autoradiograms that yielded pixel
values between 0 and 15, on a scale of 0 to 255). In all
experiments testing primary isolates, this dose of IIIB or BaL
was used as a positive control after infection of NIH 3T3.CD4
cells coexpressing their respective coreceptor, CXCR4 or
CCR5 (Fig. 1). As shown in Fig. 2, coexpression of either of
these receptors increased the entry of the corresponding virus
strain into the cells to a mean optical density of 200 pixels. The
graph also shows that the ‘‘cross-entry’’ of BaL into cells
expressing CXCR4, or IIIB in the presence of CCR5, was
insignificant.

Pilot experiments were also carried out with the primary
isolates to adjust the dose levels to a negligible nonspecific
entry of virus into the CD4-positive control cells (Fig. 1), and
subsequent experiments were carried out at the 40-ng dose.
There was an approximately 50-fold increase in the cellular
entry of patient isolates A–G when testing cells expressing
CMKRL1 compared with the CD4-positive controls (Fig. 3).
All isolates (except DS pbmc CD8-) also entered cells that
expressed CXCR4 instead. In the case of isolates A–D, the
entry into cells expressing CMKRL1 was even higher than the
entry into cells equipped with CXCR4. A particularly high
level of viral entry into cells expressing CMKRL1 was ob-
served when the titer of the isolate L002 had been increased
by passaging in PBMC (Fig. 3).

In accordance with the mainly SI characteristics of isolates
A-G, the use of CCR5 in most instances (except for isolate OR

pbmc CD8-) was lower than that of CXCR4 (Fig. 3). This is in
contrast to isolates H–K, which readily entered both CD4-
positive cells expressing either CXCR4 or CCR5. None of
these isolates used CMKRL1 for their entry (Fig. 3). When
comparing Figs. 2 and 3, it is evident that in most instances the
primary virus isolates used the major coreceptors, CXCR4 and
CCR5, less efficiently than the laboratory-adapted isolates
used the same coreceptors.

Consistent with the above findings on the clinical isolates,
the SI type of laboratory isolate, IIIB, also showed significant
entry into cells expressing CMKRL1 (Fig. 2), in addition to the
entry into cells transfected with CXCR4. BaL, on the other
hand, which was efficiently taken up into CD4-positive cells
expressing CCR5, did not enter CMKRL1-expressing cells to
any significant degree (Fig. 2).

DISCUSSION

In the present study, we have used a cell model in which various
human chemotactic receptors were stably expressed, together
with human CD4, in otherwise nonpermissive mouse fibro-
blasts. Infection experiments were carried out with 10 primary
isolates of HIV-1, followed by PCR amplification of viral
cDNA. They suggest that a new type of chemotactic cell
surface receptor—the leukotriene B4 receptor, BLTR—is
required for the entry of certain, primarily SI-type, clinical
isolates into CD4-positive target cells. In accordance with their
SI phenotype, the isolates also efficiently use the major
chemokine receptor, CXCR4, rather than CCR5.

Several types of target cells have been used in previous
infection experiments. Among them, NIH 3T3 mouse fibro-
blasts (7, 8, 11) are often used, as they are nonpermissive
because of the lack of necessary membrane receptors. More-
over, even when murine cells are transfected with human CD4,

FIG. 1. Examples from a single autoradiogram compiled from a
typical infection experiment on NIH 3T3 cells with isolate P001 pbmc
CD8- (see Table 1; the mean value from all four experiments is shown
in Fig. 3), together with controls. Positive bands are of 360-bp size.
Lane 1 shows the minimal background entry of virus into cells
expressing CD4 alone; all other lanes show viral entry into CD4-
positive cells coexpressing other receptors: lane 2, CMKRL1yBLTR;
lane 3, CXCR4; lane 4, CCR5. Lanes 5 and 6 show the biological
controls, where CD4-positive cells expressing CXCR4 or CCR5 are
infected with IIIB or BaL, respectively. Lane 7 shows the negative PCR
control (K buffer instead of infected cell pellet suspension), lane 8
shows the positive PCR control (pHXB2 plasmid serving as template).

FIG. 2. Infection experiments of CD4-positive NIH 3T3 cells
(murine fibroblasts), coexpressing three different human chemotactic
receptors (CMKRL1yBLTR, CXCR4, and CCR5), with the two
laboratory-adapted model isolates, IIIB and BaL (see Table 1). After
16-h exposure to the various isolates, viral cDNA was amplified in
semiquantitative PCR followed by hybridization of Southern blots with
a 32P-labeled, 22-mer oligonucleotide probe internal to the pHXB2
viral sequence. The graph illustrates computer-assisted densitometry
of the autoradiograms and is expressed as relative density (number of
pixels) of the hybridizing bands after subtraction of the film back-
ground and of any positive signal from control cells expressing CD4
alone. Bars show averages from two to four experiments, the standard
deviation being less than 20% of the mean absolute pixel values.

FIG. 3. Infection experiments of CD4-positive NIH 3T3 cells
(murine fibroblasts), coexpressing three different human chemotactic
receptors (CMKRL1yBLTR, CXCR4, and CCR5), with 10 clinical
isolates of HIV-1 (see Table 1). For further technical details, see Fig.
2.
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they still resist infection with all tested strains of HIV-1 (7).
Accordingly, we could minimize any entry of test isolates into
such cells when nonspecific uptake of virus particles was
eliminated, by properly reducing infectious dose or exposure
time in the infection assays. We could confirm that prototypic
isolates of M- or T-tropic virus strains efficiently enter the
CD4-positive murine cells coexpressing human CCR5 (7) or
CXCR4 (11). These reactions were therefore used as positive
biological controls in the experiments with clinical test isolates.

PCR-based amplification of viral cDNA is a convenient way
to evaluate cellular entry and intracellular reverse transcrip-
tion of HIV-1 (21). In calibration trials with pHXB2, a
full-length clone derived from HIV-1 IIIB (35, 36) which we
used throughout as internal control in the PCR reactions, the
method gave a semiquantitative reflection of the number of
viral DNA copies present in the host cells after infection in
vitro (21). Hence, we expressed the degree of infection with the
clinical isolates as the amount of increase of viral cDNA in cells
stably expressing the various test receptors beyond the level in
control cells expressing CD4 alone.

The presently identified new HIV coreceptor was originally
cloned as an ‘‘orphan’’ G-protein linked, heptahelix receptor
with structural similarities to receptors in the chemoattractant
family and provisionally named CMKRL1 (25). At the time
when the molecular genetic features of this receptor were
submitted for publication, the two chemoattractant receptors,
CXCR4 (then an ‘‘orphan’’ receptor, too) and CCR5, had just
been identified as HIV coreceptors (6–11). It was striking that
all three receptors showed some 30% overall sequence simi-
larity. Moreover, the distribution of CMKRL1 in cells and
tissues of the immune system (25) would make this new
receptor a suitable target for HIV-1. With these findings in
mind, we set out to investigate whether CMKRL1 could
function as coreceptor for HIV-1. This approach was further
stimulated by observations indicating that additional corecep-
tors seemed to exist which, in concert with either of the two
major coreceptors, could promote cellular entry of some
HIV-1 strains (9, 10). In the course of our infection experi-
ments, leukotriene B4 was identified in separate studies (26,
27) as the natural ligand for CMKRL1; thus the first member
of the leukotriene receptor family has been cloned.

The role of CCR5 and CXCR4 as the major HIV corecep-
tors and their interaction with M- and T-tropic virus strains,
respectively, is well established (6–11). Dual-tropic isolates use
both receptors (10). Some M-tropic and dual-tropic strains can
also use other receptors, such as CCR2b and CCR3 (9, 10, 37).
More recently, additional b-chemokine receptors have been
shown to support HIV-1 entry (18, 19). This finding suggests
that in the course of disease progression, the viruses expand
their receptor usage to include also secondary coreceptors,
providing the viruses with new cell populations to target (38).

Our experiments introduce the recently cloned leukotriene
B4 receptor BLTR, originally designated CMKRL1 (25–27), as
a new type of HIV-1 coreceptor for select virus strains. We
used primary clinical isolates because they should reflect more
closely the actual mode of viral usage at a given disease stage,
compared with isolates that have been passaged and adapted
in immortalized cell lines. The murine target cell model
reflects a limited, albeit crucial, phase in the virus life span,
namely the cellular entry and subsequent retrograde transcrip-
tion. Preliminary data from a different infection model, con-
sisting of human astrocytes coexpressing CD4 and CMKRL1,
have indicated that the latter receptor supports the infection of
yet another SI-type isolate (designated LW), as reflected in
p24 ELISA (unpublished observations).

The pathophysiological significance of the new coreceptor
CMKRL1yBLTR is emphasized by the fact that, like previ-
ously identified coreceptors, it is widely distributed in the
human immune system (25, 27), where it is expressed in
CD4-positive cells (39–41). This receptor is unusual in that the

major coreceptor ‘‘partner’’ is CXCR4 rather than CCR5.
Accordingly, the virus isolates using CMKRL1yBLTR turned
out to be of the SI phenotype (except the G3 isolate, which is
of a different genotype and uncharacteristically used CXCR4,
although it was classified as NSI phenotype). Also, the labo-
ratory-adapted, T-tropic protoype virus strain IIIB was taken
up into cells expressing CMKRL1yBLTR. The three isolates
that did not use this receptor all behaved as dual-tropic isolates
(10). In its coreceptor function, BLTR could be reminiscent of
another coreceptor, CCR2b, which also mediates entry of
select HIV-1 isolates. There is reason to believe that CCR2b
may be important in late stages of the infection, as evidenced
by observations that the mutant V64I seems to be relevant for
the rate of progression of AIDS (42). It should be noted that
four of the virus isolates tested entered cells expressing BLTR
more efficiently than cells expressing CXCR4 (or CCR5).

The interaction between gp120 and CD4 induces confor-
mational changes, which promote the physical association
between this complex and the coreceptor (43–45). The search
for determinants of HIV entry via the chemokine receptors
has revealed a complex picture. All extracellular domains of
the receptors seem to play a role in viral entry, although the
amino terminus and the second extracellular domain appear to
be particularly important (46–50). The fusion activity of the
receptor does not require G-protein signaling (51). Because
the isolates using BLTR as coreceptor also entered cells
expressing CXCR4 (rather than CCR5), it should be important
to elucidate any structural similarities between the first two
receptors. Thus, Thr-3 and Phe-16 in BLTR (25, 27) corre-
spond to identical residues in CXCR4, whereas Ser and Ile are
found in the respective positions of CCR5. Another region of
the receptor that stands out is the third transmembrane helix
domain (Fig. 4), where eight distinct residues (including the
functionally important residue His) are identical between
BLTR and CXCR4; only two are identical between CXCR4
and CCR5. In all other transmembrane or extra-cellular
domains, no, or maximally four, residues are identical between
the first two receptors, whereas in those regions the identities
between CXCR4 and CCR5 are always more numerous.
Although most of the modeling aimed at elucidating virus–
coreceptor interaction has focused on the extracellular do-
mains of the receptor (46–50), proper knowledge of the
three-dimensional configuration of the receptor molecule is
still lacking, which hampers the detailed mapping of virus-
binding epitopes. Thus, paradoxical results have been obtained
with chimeric receptor constructs, and there are indications
that transmembrane and cytoplasmic domains may also make
significant contributions to coreceptor function (49).

Our results on a novel type of HIV-1 coreceptor emphasize
that a whole array of membrane receptors may be used by the
virus when it adapts over a long period of time. Such receptors
may not be found only within a single family (of chemokines),
but may involve also other, structurally related but distinct,
receptors outside the family. The decisive criterion might be in
which cell type, or how extensive among various types of cells,

FIG. 4. Alignment of deduced amino acid sequence comprising the
putative third transmembrane helix region of the three receptors
tested, BLTR (originally designated CMKRL1; GenBankyEuropean
Molecular Biology Laboratory Data Bank accession no. X98356),
CXCR4 (accession no. M99293), and CCR5 (accession no. X91492).
The full sequence of CXCR4 is given. For the other two, only the
identical amino acid residues are shown, the nonidentical residues
being marked as dashes.
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the coreceptor is expressed to serve as a suitable vehicle for the
virus when it invades a given population of cells.
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