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This article contains an analysis of a version of the well-known inhibitor-dilution model for the control of
initiation of chromosome replication in bacteria. According to this model, an unstable inhibitor interacts with
an initiation primer in a hit-and-destroy fashion to prevent successful initiation; both constituents are presumed
to be RNA species that are synthesized constitutively. The model further postulates that the inhibitor interacts
cooperatively with the primer, that the inhibitor gene is removed some distance from the origin of replication,
and that an eclipse period exists during which the chromosome origin is not able to reinitiate. This
unstable-inhibitor version is characterized by four parameters: the inhibitor half-life, the cooperativity index,
the location of the inhibitor gene, and the eclipse period; computer simulations are used to study the effect of
each of these on the DNA and interdivision time distributions in exponentially growing steady-state cultures.
In neither case was any combination of parameter values found that could provide even moderately satisfactory
agreement between the simulation results and experimental data. From the examples furnished and the
associated discussion, it appears that there are none-that no combination of parameter values exists that can
reasonably be expected to produce a significantly better fit than those tested. We conclude that the model in its
present form cannot be a valid description of chromosome replication control in bacteria. It is pointed out that
this does not necessarily apply to negative initiation control models in general, or even to all inhibitor-dilution
systems, merely to the particular ColEl-like mechanism considered here. Nevertheless, recent experimental
results, which can only be understood in terms of a very high degree of initiation synchrony within individual
cells, offer strong evidence against stochastic models of this kind for the control of chromosome replication.

At any fixed temperature, bacteria in steady-state expo-
nential growth have different average generation times,
depending on the composition of the culture medium. Since
the duration of chromosome replication and the interval
between its termination and the subsequent cell division are
both essentially constant, the major contribution to this
difference must come from the timing of the initiation event
itself (18).
The initiation of chromosome replication is thus a critical

stage in the cell cycle of bacteria, and despite the consider-
able experimental data available regarding replication at
different growth rates, the precise factors responsible for its
control remain largely unknown.

Originally it was thought that initiation occurs when a
fixed ratio is attained between cell mass and the number of
origins of replication, independent of the growth rate (5;
R. H. Pritchard, Heredity 23:472-473, 1968), and although
more recent studies may have cast some doubt on the
precise quantitative nature of this relationship (3), the con-
cept of a property related to cell mass controlling initiation
remains valid and continues to serve as the basis for models
of the regulatory process. These fall into two main classes:
those in which initiation is repressed by an inhibitor that is
diluted owing to cell growth until its concentration per origin
falls below a critical level, at which point initiation occurs
(24), and those that require a fixed amount of initiator
substance per origin, an initiation structure, in order for
initiation to take place (5, 10).
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In a previous article (16), we presented a detailed quanti-
tative analysis of the initiation structure model originally put
forward by Sompayrac and Maal0e (29) and were able to
delineate the characteristics that such a control system
would need to possess to be capable of regulating chromo-
some replication. We now turn our attention to the other
type of mechanism, the so-called unstable-inhibitor or neg-
ative-control system. We shall confine ourselves to one
particular form of the model only, that patterned after the
regulation of copy number in the multicopy plasmid ColEl,
since it is the most explicit ever published (23), but it should
be borne in mind that the original version (24) is far more
general in scope and hence less readily testable; our conclu-
sions, therefore, will be limited accordingly.
The ColEl-like version of the model is probabilistic in

nature and so we have chosen a simulation approach:
computer representations of individual cells grow and divide
according to the specifications of the model; testing is
carried out by comparing predicted and observed distribu-
tions, rather than average values. We conclude that the
unstable-inhibitor model in the form considered here is
unable to explain the regulation of chromosome replication
in bacteria.

MATERIALS AND METHODS

Symbols. The following symbols are used in this paper: a,
cell age (minutes); ad, age at which inhibitor genes replicated
(minutes); aj, age at which jth copy of gene replicated
(minutes); C, time required for replication fork to traverse
genome (minutes); D, time between end of a round of
replication and subsequent cell division (minutes); g, inhib-
itor genes (number per cell); k, constant of proportionality;
kl, rate of primer transcription (molecules per gene per min);
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k2, rate of inhibitor synthesis (molecules per gene per min);
k3, rate of inhibitor degradation (per minute); k', kkl; P,
probability of initiation of chromosome replication
(number/At); r, inhibitor molecules (number per cell); t, time
(minutes); V, cell volume (cubic micrometers); At, step size
(minutes); E, duration of eclipse period (minutes); X, inhibi-
tor half-life (minutes); v, cooperativity index (number); i,
locus of inhibitor gene (fraction of C); T, interdivision time
(mninutes); and T, doubling time of culture (minutes).
The model. A variant of the inhibitor-dilution model also

proposed by Pritchard et al. in their 1969 article, that of the

The inhibitor r is also produced constitutively and is
unstable so that its net rate of synthesis is given by (16, 29)

dr (a)ld(a) = k2g (a) - k3r(a) (2)
where a denotes cell age, g(a) is the number of inhibitor
genes, and k2 and k3 are constants representing the rates of
transcription and degradation of the inhibitor, respectively.
In synchronously replicating sister chromosomes, the cell
cycle can be divided into two intervals, before and after gene
doubling, and equation 2 can be integrated separately over
each to yield

for 0 s a S ad

= r(ad)e-k3(a - d) + 2g(0)(1 - ek3(a - ad))k2Jk3 for ad < a ' T (3)

unstable inhibitor, has undergone considerable revision and
development since then, in effect superceding the original
version and becoming the negative-control model of choice
(22, 23).
The main component of the unstable-inhibitor model as it

now stands (23) is an inhibitor of initiation that is synthesized
constitutively and is unstable. To sharpen the dependence of
the probability of initiation on the inhibitor concentration,
the inhibitor is considered to interact cooperatively with its
target. It then becomes necessary to impose a delay between
an initiation event and the subsequent rise in inhibitor
concentration resulting from the replication of the inhibitor
gene, so as to maintain an acceptable level of initiation
synchrony within individual cells containing more than one
chromosome origin. The inhibitor gene is therefore placed
some distance from the origin of replication. Finally, to
decrease the probability of one origin replicating twice
before another in the same cell has replicated once, the
existence of an eclipse period after initiation is postulated
during which an origin is not capable of reinitiation; to be
effective, this eclipse period needs to be longer than the time
interval between initiation and replication of the control
gene.

In at least one group of plasmids, represented by ColE1,
initiation of replication is under the control of a constitu-
tively synthesized unstable inhibitor. This is a small untrans-
lated RNA, and its target is the RNA primer of initiation;
inactivation is effected by binding to a region of the primer
having a common base sequence (26). There is no evidence
that this inhibitor-primer interaction is cooperative, but of
course such a property is not expected in plasmids in which
replication occurs randomly throughout the cell cycle (19).
For the sake of concreteness, we will assume in the

present analysis that both the inhibitor and its target are
RNA molecules and that the latter is synthesized constitu-
tively as well.

Basic equations. The unstable-inhibitor model states that
the probability P of chromosome initiation at an origin of
replication is directly proportional to the rate of primer
transcription k1 and inversely proportional to some power v

of the inhibitor concentration [r]: P = kkj/[r], where k is the
constant of proportionality and v is the cooperativity index.
Since the primer is considered to be synthesized constitu-
tively, k1 is independent of cell age at any given growth rate
and temperature, and the product kkl can be replaced by a
single constant k':

P = k'l[r]J. (1

Here ad is the age at which the inhibitor genes are replicated,
and T is the doubling time of the culture.
A basic feature of the present model, however, is its

stochastic nature: replications within a cell are not synchro-
nous, and different copies of a gene are duplicated at
different times during the cell cycle. This necessitates mod-
ifying equation 3:

r(a) = r(aj)e-k3(a - aJ) + g(a)(1 - e-k3(a -ai))k2lk
for aj S a - aj+1 (4)

where ao 0 and a.{j 2 1) is the age of the cell at which the
jth copy of the gene duplicates.

Equations 1 and 4 form the basis for our simulations.
Computer simulation. The unstable-inhibitor model con-

tains several independent parameters: the cooperativity in-
dex v, the locus of the inhibitor gene i, the duration of the
eclipse period E, and the inhibitor half-life X; a different
simulation run is required for every unique combinatiotn.
(Details concerning the actual values used for each of the
parameters appear below.) In addition, there are two adjust-
able constants, k' and k2.
We begin the simnulation with a homogeneous population

of cells and arbitrary starting values for the constants. At
each time step, a proportion P of the cells undergo initiation,
as specified by equation 1 with r taken from equation 4; when
there is more than one origin of replication in a cell, each
available origin (one in which the time since the previous
initiation exceeds the eclipse period) is assigned equal prob-
ability. In principle, all available origins can initiate replica-
tion during any given time interval At. In practice, the
chances of more than one actually doing so are exceedingly
small, too small to justify the additional programming effort
required to deal with it; initiations within a single cell were
therefore arbitrarily limited to one per interval. In successive
intervals, however, additional origins can, and do, initiate,
subject to their availability and to the same probabilities
mentioned above. Thus, after a while, a rather diverse
assortment of chromosome configurations arises in the dif-
ferent cells (Fig. 1). Division into daughter cells of nearly
equlal size (see below) occurs when the age of the oldest
replication fork reaches C+D min, where C is the time
required for a replication fork (pair of forks, really, since
replication is bidirectional) to traverse the genome and D is
the time between the end of a round of replication and the
subsequent cell division.
The constants k' and k2 are adjusted until the total number

of origins in the culture and the total number of inhibitor

r(a) = r(O)&ek3a + g(O)(1 - ek3a) k2/k3
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FIG. 1. Schematic representation of more common chromosome
configurations within bacterial culture in steady-state exponential
growth when initiation of chromosome replication is regulated
according to unstable-inhibitor control model. Chromosomes are

represented as linear, rather than circular, structures and replication
as a unidirectional, rather than bidirectional, process for reasons of
clarity. Symbols: 0, origin of replication; A, replicating fork; 0,

terminus.

RNA molecules exactly double every T min; as expected, the
final values of k' and k2 are independent of their starting
values for any given set of model parameters. Having
established exponential growth, we now proceed with the
simulation until steady-state balanced growth is reached, as

indicated by the distributions of various extensive quanti-
ties, such as cell volume, DNA content, and number of
inhibitor RNA molecules per cell, becoming time invariant.
The calculations are executed in an iterative fashion so that
when balanced growth is achieved, it is also exponential. A
flow chart illustrating the major steps in the simulation
process is presented in Fig. 2.

Five quantities are used to classify the cells during the
simulation. Three of these, time at last division, cell volume,
and number of inhibitor molecules, refer to the state of the
cell at birth; the other two, chromosome configuration and
age of each replication fork, change with cell age. Ideally,
cells should be looked upon as identical only when all five
quantities are precisely the same. To keep the problem
tractable, however, a small compromise had to be made:
cells whose volumes and inhibitor content at birth did not
differ by more than 3% were considered indistinguishable,
provided the other three quantities were indeed identical.
We return now to the question of cell division. Chromo-

some segregation is taken to be random, except that no

DNA-less daughter cells are permitted. The volume of
newborn cells is treated as a normally distributed random
variable with a coefficient of variation of 8.1% (34); the
inhibitor concentration is assumed not to change during cell
division.
Parameter values. All simulations were carried out for a

doubling time r of 60 min in steps At of 4 or 6 min, except
when technical restrictions necessitated using 8-min incre-
ments (see below).
The adjustable constants k' and k2 were set in accordance

with the requirements of exponential growth, as described
above. The rate of inhibitor RNA degradation k3 is more

conveniently discussed in terms of the inhibitor half-life X,

where X = ln 2/k3. The model specifies that the inhibitor

molecules be unstable but of course does not state to what
extent. The average mRNA half-life in a cell is 1.3 min (20),
and so we chose A values of 0.2, 1.3, and 7.5 min, corre-
sponding to a highly labile, an average, and a relatively
stable species.
To sharpen the dependence of the probability of initiation

on the inhibitor concentration, the inhibitor is considered to
interact cooperatively with the primer. The number of inhib-
itor molecules that participate jointly in the inhibitor-primer
interaction is termed the cooperativity index v. We used a
lower limit of 1, which is equivalent to no cooperativity at
all, and an upper limit of 20.
The model places the inhibitor gene some distance from

the chromosome origin to maintain an acceptable level of
initiation synchrony within individual cells. Three different
values for this delay time e were used: 0.10, 0.25, and 0.50,
corresponding to 1/10 the time it takes to replicate a chro-
mosome, 1/4, and 1/2.

Finally, to decrease the probability of an origin replicating
a second time before its sister origin replicates once, the
existence of an eclipse period after initiation was postulated
during which an origin is not capable of reinitiation. To be
effective, this eclipse period E needs to be longer than the
time interval between initiation and replication of the inhib-
itor gene, tC. The literature does not contain much quanti-
tative data on e. An early estimate in a thy mutant strain after
prolonged thymine starvation (36) gave a lower limit of 12
min, but the irreversible effects of thymine starvation on the
rate of DNA synthesis make any measurement based on
such a system suspect. More recent data using temperature-
sensitive initiation-defective replication mutants (17) suggest
an eclipse period of about 20 min at 30°C. Density shift
experiments with a doubling time T of 78 min produce a much
higher value, 54 min at 30°C (13). Since E cannot, of course,
ever be greater than T, such a large value suggests that £ is
not constant but rather decreases with increasing growth
rate (or temperature). If one assumes E a r, this implies a
value of 40 to 45 min at r = 60 min. In the end, we decided
on 20, 30, and 40 min.
These values for E and the other independent parameters

of the model are shown in Table 1, for ease of reference. In
addition, several simulation runs were carried out at e = 8
min but with reduced sensitivity (increased step size), be-
cause of technical limitations.
The time required for a replication fork to traverse the

genome, C, and the time between the end of a round of
replication and the subsequent cell division, D, were as-
signed their usual values of 40 and 20 min, respectively (11);
the average volume of newborn cells was taken to be 0.3 ,Lm3
(25).

RESULTS

The unstable-inhibitor model was simulated for every
combination of parameter values shown in Table 1 and for
several others to be discussed below, as described in the
preceding section and illustrated schematically in Fig. 2.
Once exponential growth had been attained, the distribu-

tions of cell volume, DNA content, and number of inhibitor
molecules per cell at a particular time t were compared with
those at a slightly later time, typically t+4A&t, where At is the
simulation step size. Only when the residuals for each of
these three variables were found to be randomly distributed
(P > 0.20) by all the statistical tests used (runs test, sign test,
and serial correlation test), did we consider steady-state
balanced growth to have been attained; the iterations were
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FIG. 2. Major steps in simulation of unstable-inhibitor control model.

allowed to proceed beyond this point for several additional
time periods, during which the statistical testing was re-
peated, just to make sure that convergence had indeed been
achieved. All simulations attempted ran to completion, as
judged by these criteria, but took different amounts of
simulated biological time to do so. Figure 3 shows an
example of the quality of convergence obtained. In this case,
steady-state balanced growth was reached during generation
16 after the onset of exponential growth and the data are
from generation 17. The statistical analysis appears in the
caption.

All the usual validation procedures were carried out,
including checking the mean DNA content per cell and the
mean number of origins against expected values (2, 11) and
making sure that the total number of cells and the total cell
volume double every T minutes.
The probabilistic nature of the proposed control mecha-

nism gives rise to a large variety of chromosome replication
patterns (Fig. 4). Note the considerable spread in frequen-
cies among the various configurations, the most common by

far being the ones bearing closest resemblance to those
predicted by the idealized cell cycle model of Cooper and
Helmstetter (4).
Models are normally tested by comparing their predictions

with the corresponding empirical entity. Here we have
chosen (steady-state exponential growth) distributions
rather than average values (16), as befits the stochastic
nature of the model under study, testing both the interdivi-
sion time T and the DNA content per cell. These two
variables were selected because they can be expected to be
sensitive to the particular properties of the model and

TABLE 1. Parameter values

Parameter Values used

Inhibitor half-life (A) ................ 0.2, 1.3, 7.5 min
Cooperativity index (v)................ 1, 5, 20
Gene locus (t)................ 1/10, 1/4, 1/2 C
Eclipse period (e) ................ 20, 30, 40 min

J. BACTERIOL.
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because in each case reliable experimental distributions,
based on large numbers of cells, are available. The DNA
data were obtained by flow cytometry (1, 15, 30-32) and
consisted of measurements on over 250,000 cells of Esche-
richia coli B/r from a culture with a doubling time of 60 min;
the raw data were kindly provided by K. Skarstad. The T
distributions were constructed from the observations of
Harvey and Plank (7, 21), who used a method of analysis
developed by Harvey (6, 8) to show that the interdivision
time of E. coli B/r cells is normally distributed over a large

16
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DNA (genome equivalents)
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FIG. 3. Convergence to steady-state exponential growth. DNA
and RNA distributions are presented as histograms because they are
visually indistinguishable when plotted as continuous curves.
Abscissae of histograms represent median values. Plots show dis-
tributions 17 generations after exponential growth was attained
( and 1) and 24 min later (--- and O). Parameter values:
= 7.5 min, v = 5, e = 1/4, £ = 30 min. By the runs test, sign test, and
serial correlation test, the probability that the differences are due to
chance were, respectively, 0.851, 0.937, and 0.999 for cell volume,
0.588, 0.943, and 0.504 for DNA, and 0.400, 0.788, and 0.702 for
RNA.

range of growth rates with a coefficient of variation near
22%.
The enormous numbers of individual cells measured re-

quires us to consider the experimental results as more
properly describing a population, rather than a random
sample. That being the case, hypothesis testing is not
appropriate, and we have to resort to visual comparisons
between the predicted and observed distributions: the model
is (tentatively) accepted if there exists at least one combina-
tion of parameter values that looks able to provide a satis-
factory fit to both the DNA and T data; otherwise, it is
rejected.

First we examine the T distributions, an example of which
is shown in Fig. 5. The convention adopted here and
throughout the remainder of this article is that the experi-
mental distributions (normal for , with a standard deviation
of 13.2 min; empirical for DNA, with a sample size of about
260,000) are drawn as continuous curves, whereas the sim-
ulation results are presented in the form of histograms. The
agreement can be seen to be quite poor, considering that we
are comparing populations with the same mean.
The influence of the various parameters on the simulation

results is displayed in Fig. 6. The values and layout were
chosen to facilitate examination of the effect of each param-
eter separately, the experimental distribution being the same
in all panels. (The center panel is a reproduction of Fig. 5 on
a reduced scale.) Thus, the three middle panels (d, e, and f)
illustrate the effect of increasing v, since all the other
parameters are held constant, while the center panels (b, e,
and h) show what happens when we change e; similarly, the
positive diagonal (g, e, and c) is an example of the effect of
A and the negative diagonal (a, e, and i) shows the effect
of t.

Consider first the cooperativity index v, introduced to
sharpen the dependence of the probability of initiation on the
inhibitor concentration r/V, where V is the cell volume. That
v does indeed have the desired effect is clear, the coefficient
of variation decreasing from 37.8% at v = 1 to 29.8% at v =
5 to 21.9% at v = 20, this last being just below the
experimental value of 22%. But even moderate levels of
cooperativity have another, less obvious effect. Initiation
will not occur until V is numerically very near r. (The latter
is known only up to a constant of proportionality, its rate of
synthesis k2, and so one must compare apparent numerical
values of V and r.) Since the inhibitor is unstable, its level in
the cell will follow its gene dose rather closely. Thus, a cell
with a chromosome configuration like the one pictured
beneath the central bar of the first panel in Fig. 4 will have
initiated replication at a volume corresponding to the amount
of inhibitor produced by two genes. At division, the daughter
cells will be of equal volume (more or less) and receive the
same concentration of inhibitor but not the same number of
genes. In the daughter cell with two gene copies, the rate of
synthesis of the inhibitor will exceed the rate of degradation
and its concentration will rise rapidly until it corresponds to
the level produced by two genes; conversely, in the other
daughter cell, the amount of inhibitor will fall until it reaches
the level produced by a single gene copy. Thus, in the
former, the next initiation can be expected to occur at about
the same volume as in the preceding generation, so that the
interdivision time will be close to average, whereas in the
latter, initiation will occur much earlier, resulting in a T that
is well below . Since the configuration we are considering
makes up about 10% of the entire population (Fig. 4), the
model gives rise to a disproportionately large number of cells
with short interdivision times.
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per 100 cells per 10,000 cells

Hs _ _

11 11
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FIG. 4. Distribution of chromosome configurations in culture during steady-state exponential growth. Chromosomes are represented as
linear, rather than circular, structures, and replication is shown as a unidirectional, rather than bidirectional, process for reasons of clarity.
Note use of three different scale factors. Symbols: 0, origin of replication; A, replicating fork; 0, terminus. Parameters: A = 1.3 min, v =

5, e = 1/10, E = 20 min.

Thus, when there is no cooperativity (Fig. 6d), interdivi-
sion times are too disperse, but as v is increased, not only
does the T distribution become narrower, as expected, its
tails also contract, the upper one more than the lower (Fig.
6e), so that by the time the coefficient of variation is about
right (Fig. 6f), the distribution itself is strongly platykurtic
and has a considerable negative skew. In all cases, however,
the actual shape of the lower tail is determined by e. The
eclipse period does not directly affect inhibitor synthesis and
degradation (as do e and X, respectively) or the sensitivity of
initiation to inhibitor concentration (as does v). What it does
do, primarily, is to prevent successive initiations from oc-

curring too close to one another at the same origin. This is
perhaps the most striking feature of Fig. 6 (other than the
obvious uniform lack of fit, of course): since the interdivision
time of a cell cannot be less than r, the lower tail of the
distribution shifts to the right as E is raised, its height
increasing in the process to accommodate those cells that
would otherwise have had T < e.

As the stability of the inhibitor is raised, the number of
inhibitor molecules per cell will no longer be proportional to
gene dose but will increase slowly with cell age. Inhibitor
concentration, therefore, will change less rapidly with cell
age and so will the probability of initiation. The result is an
increase in the coefficient of variation of the T distribution
with increasing K. The further the inhibitor gene is from the
origin of replication (the larger the value of t), the more time
there is available for the second sister origin in a pair to
undergo initiation before the fork from the first replicates the
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FIG. 5. Comparison between experimental and predicted
interdivision time distributions. The curve shows experimental data,
constructed from observations of Harvey and Plank (7, 21), and the
histogram shows predictions of the model. Parameters: = 1.3 min,
v = 5, e = 1/4, E = 30 min.
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gene and so raises the inhibitor concentration; this will cause
an increase in the skew of the distribution. Usually, both
these effects are minor (Fig. 6). But when gene duplication
occurs near the end of the eclipse period, this is no lohger the
case; rather, the simulation results become very sensitive to
the particular values chosen for and t. For small values of
the ratio (e - tC)QI, the inhibitor level at the end of the
eclipse period, wheh all origins are again available for
initiation, will not be sufficient to inhibit further initiation.
The result will be a burst of initiation after the sudden
increase in the number of accessible origins, giving rise to
large numbers of cells with very short interdivision times
(Fig. 7) and complex chromosome configurations of the type
illustrated by the last panel in Fig. 4.

It is clear from Fig. 6 and 7 and the above discussion that
other combinations of parameter values, either within the
range covered by Fig. 6 or beyond, would not materially
improve the fit between the simulation results and the
experimentally derived distribution.
We now turn to the DNA data. Figure 8 compares the

experimental results with those produced by computer sim-
ulation with the sarhe combination of parameter values as in
Fig. 5, and Fig. 9 (like Fig. 6) shows the effects of changing
the various parameters one at a time. Other than a decrease
in the width and asymmetry of the distribution caused by an
increase in v or t, especially the latter, the precise values of
the parameters do not appear to influence the DNA distri-
bution very much, far less than for the corresponding T
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end of eclipse period. The curve shows experimental data, con-
structed from observations of Harvey and Plank (7, 21), and the
histogram shows predictions of the niodel. Parameters: A = 7.5 min,
v = 20, e = 1/2, E = 20 min.

distribution. Such insensitivity implies that the poor quality
of the fit seen in Fig. 9 will persist whatever the parameter
values.
Both the DNA and the T distributions were tested for all

combinations of parameter values shown in Table 1, and in
every case, there were large and obvious discrepancies
between the simulation results and the experimental data for
at least one of the variables. In addition, as mentioned
before, several simulations were carried out with a short
eclipse period, 8 min. Because of technical difficulties, these
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FIG. 6. Effect of parameters on interdivision time distribution.
The curves (same one in each panel) show experimental data,
constructed from observations of Harvey and Plank (7, 21), and the
histograms (different in the different panels, depending on parameter
values) show predictions of the model. Parameters (except where
indicated otherwise in figure): = 1.3 min, v = 5, e = 1/4, £ = 30
min.
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FIG. 8. Comparison between experimental and predicted DNA
distributions. The curve shows experimental data, obtained by flow
cytometry techniques (raw data kindly provided by K. Skarstad),
and the histogram shows predictions of the model. Parameters: X =
1.3 min, v = 5, e = 1/4, £ = 30 min.

_ .a1I10 .Z20 7.5

d v.1 ev.Z0

CA AAA-hC
A cPA *AA A PA dA A PA dR iF

VOL. 169, 1987 5237

tA

n
I



5238 MARGALIT AND GROVER

32

24

16

8

0

24

16

8

0

24

16

8

0

a t 11ls b _ :=20 c =7.5

JAd v=L v-20

A-0.2 6:40 i-112

0 1 2 0 1 2 0 1 2 3
DNA (genome equivalents)

FIG. 9. Effect of parameters on DNA distribution. The curves
(same one in each panel) show experimental data, obtained by flow
cytometry techniques (raw data kindly provided by K. Skarstad),
and the histograms (different in the different panels, depending on
parameter values) show predictions of the model. Parameters (ex-
cept where indicated otherwise in figure): X = 1.3 min, v = 5, e =

1/4, E = 30 min.

1), covering and exceeding the entire range implied by the
model. Thus, inhibitor stability was varied from highly
unstable (X = 0.2 min) to relatively stable (X = 7.5 min),
cooperativity was varied from none at all (v = 1) to an
unrealistically high level (20 inhibitor molecules per primer),
the location of the inhibitor gene was varied from quite near
the origin (t = 1/10) to halfway towards the terminus, and the
eclipse period was varied from a value of 8 min, which is
rather short, up to 40 min. (The latter is possible only if e is
an increasing function of T since E can never exceed the
doubling time, and values of Tdown to 22 min or so are well
established for E. coli B/r in steady-state exponential growth
at 37°C.)
Each simulation was continued until steady-state expo-

nential growth had been attained, as indicated by the distri-
butions of cell volume, DNA content, and number of inhib-
itor molecules per cell all becoming time invariant; only then
were comparisons made with the experimental data. These
were of two kinds. The first, the interdivision time distribu-
tion, T, was constructed from the observations of Harvey
and Plank (7, 21), who showed that the T of E. coli B/r is
normal; the second, the empirical DNA distribution kindly
provided by K. Skarstad, was obtained by flow cytometry
techniques (1) and consisted of measurements on over
250,000 cells.

20

16

12

4

runs could only be executed with larger step sizes, 8 min
instead of the usual 4 or 6. An example of such a simulation
for E = 8 min is shown in Fig. 10, with the other parameters
as in Fig. 6a and 9a. The results are in accordance with the
expected effect of E on the distributions, as discussed in
conjunction with Fig. 6 and 9, and are clearly highly unsat-
isfactory. (To make sure that increasing the step size does
not introduce distortion, all simulations with E = 20 were
rerun with the larger step size. No discernible differences
were detected, apart from the expected decrease in resolu-
tion.)

DISCUSSION

The earlier versions of the negative-control model pro-
posed by Pritchard and colleagues (22, 24) anticipated con-
ceptually many of the specific elements later found to make
up actual regulatory systems in plasmids (26), and the model
was subsequently reformulated in the light of these findings
(23); additional properties were introduced to account for the
differences between plasmid and chromosome replication
(22, 23).
As it now stands, the unstable-inhibitor model is charac-

terized by four parameters: the inhibitor half-life A, the
cooperativity index v, the location of the inhibitor gene 4,

and the eclipse period E. The effect of each one of these was
investigated for every combination of the other three (Table
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FIG. 10. Comparison between experimental and predicted distri-
butions with a short eclipse period. Parameters: A = 1.3 min, v = 5,
e = 1/10, E = 8 min. (a) Interdivision time distribution. The curve
shows experimental data, constructed from observations of Harvey
and Plank (7, 21), and the histogram shows predictions of the model.
(b) DNA distribution. The curve shows experimental data, obtained
by flow cytometry techniques (raw data kindly provided by K.
Skarstad), and the histogram shows predictions of the model.
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In neither case was any combination of parameter values
found that could provide even moderately satisfactory agree-
ment between the simulation results and the experimental
data. From the examples furnished, and the associated
discussion, it would appear that there are none, that no
combination of parameter values exists that can reasonably
be expected to produce a significantly better fit than those
tested. We conclude that the model in its present form
cannot be a valid description of chromosome replication
control in bacteria.
A general problem with stochastic (as opposed to deter-

ministic) models concerns their demands on computer re-
sources. These tend to be quite substantial, even for modest
simulations, and they increase very rapidly with decreasing
step size. In the present context, making the step size
smaller causes the number of different cell classes to rise
sharply and considerably more computer memory (and pro-
cessing time) is then required. Despite recourse to highly
efficient packing and storing algorithms, we soon exceeded
the ultimate capacity of our computer; the step size used
here is the smallest one possible for this kind of study on the
VAX-11/780. Nonetheless, it remains relatively large, and
one cannot rule out the possibility that reducing it further
would have improved the fit.
The interdivision time distributions predicted by the

model are a direct reflection of the distributions of cell ages
at initiation of chromosome replication, since the time inter-
val between the latter event and cell division, C+D, was
assumed to be the same for all cells regardless of their age
and size at initiation. This may be an oversimplification. The
reported correlation between length at cell constriction and
length at initiation of replication is very high but not perfect
(12), and whereas the observed decrease in cell radius during
that period (35), coupled with the likelihood that cells control
their surface area rather than their length (37), would imply
an even stronger correlation as regards cell age, some influence
of cell size at initiation on the length of the C+D period cannot
be ruled out completely. If any such effect does exist, however,
it must be a very weak one and is not likely to affect the validity
of our conclusions in any substantial way.

It should be pointed out that these conclusions do not
necessarily apply to negative initiation control models in
general, or even to all inhibitor-dilution systems, merely to
the particular, ColEl-like mechanism (9, 14, 27, 33) consid-
ered here. Nevertheless, the recent experimental results of
Skarstad et al. (28), which can only be understood in terms
of a very high degree of initiation synchrony within individ-
ual cells, greater than 97% for E. coli B/r growing at T = 27
min, argue strongly against stochastic models of this kind for
the control of chromosome replication.
A few years ago (16), we carried out an analysis of the

initiation structure model first put forward by Sompayrac
and Maal0e (29) in which a protein whose concentration
does not change much during the cell cycle serves as an
initiator of chromosome replication in a control system
consisting of a single operon coding for both the initiator and
an autorepressor; the two species are synthesized in a fixed
polarity, the transcription of the entire operon being con-
trolled by the autorepressor itself. This is a deterministic,
rather than stochastic, model and so, instead of simulating
an entire population, it is sufficient to follow the behavior of
a single representative cell. Unlike the present model, which
we were forced to reject when no combination of parameter
values could be found that produced acceptable agreement
with the experimental data, it would appear that the
autorepressor control model is capable of regulating chro-

mosome replication, provided certain rather stringent re-
quirements are met as regards the location of the operon
(fairly near the origin of replication), the strength of its
promoter (moderate to strong), the nature of the interaction
between its operator and repressor (rather weak specific
competitive binding), the effectiveness of the ribosome bind-
ing site on its mRNA transcript (below average), and the
messenger half-life (not too long). We have now begun a
study to determine whether the dnaA gene product pos-
sesses the requisite properties and is able to fulfill the roles
of both initiator and autorepressor in such a system.
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