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Abstract 

The 3-dimensional optimization of the electrostatic interactions between the charged amino acid  residues  was stud- 
ied by Monte Carlo simulations  on an extended representative set of 141 protein  structures with known atomic 
coordinates.  The  proteins were classified by different  functional and  structural criteria, and  the optimization of 
the electrostatic interactions was analyzed. The  optimization parameters were obtained by comparison of the  con- 
tribution of charge-charge interactions to the free energy of the native protein  structures and  for a large number 
of randomly  distributed charge constellations  obtained by the  Monte  Carlo technique. On the basis of the results 
obtained,  one can  conclude that  the charge-charge interactions are better optimized in the enzymes than in the 
proteins without enzymatic functions.  Proteins that belong to  the mixed cr/3 folding type are electrostatically bet- 
ter optimized than  pure cu-helical or /3-strand structures.  Proteins that  are stabilized by disulfide bonds show a 
lower degree of electrostatic  optimization.  The  electrostatic  interactions in a native protein are effectively opti- 
mized by rejection of the conformers that lead to repulsive charge-charge interactions. Particularly,  the rejection 
of the repulsive contacts seems to be a major goal in the  protein folding process. The dependence of the optimi- 
zation parameters on the choice of the potential function was tested. The majority of the potential functions gave 
practically identical results. 
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The nature  and spatial  distribution of charged residues in a 
folded protein can be considered as an evolutionary solution of 
2  different  tasks:  first, the stabilization of the native structure 
by the contribution of the electrostatic  interactions to  the free 
energy and, second, the display of a functional role by creating 
a specific electrostatic field, necessary for  the enhancement of 
the enzymatic reactions, intermolecular recognition, and assem- 
bly. In principle, the solution of the second task could be oppo- 
site to the stabilization effect. The magnitude of the stabilization 
effect of the  other forces governing protein folding could coun- 
teract the necessity of significant electrostatic interactions.  A 
variety of experimental and theoretical  observations provide 
evidence that  the interactions between the charged groups  con- 
tribute  to protein stability: the  pH dependence of protein  sta- 
bility (Perutz, 1978), the energies estimated for ion pair contacts 
(Fersht, 1972; Perutz & Raidt, 1975; Anderson et al., 1990; 
Meiering et al., 1992), and  the number of salt bridges observed 
in proteins with known X-ray structure (Barlow & Thornton, 
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1983). Concerning charge-charge interactions, however, the 
viewpoint has changed considerably over the years, from  the as- 
signment of a dominant contribution to a  nondominant  force 
in the  folding process (Dill, 1990). There are strong  arguments 
(Dill, 1990; Ponnuswamy, 1993) that  the hydrophobic interac- 
tions represent the  major folding force,  but there is also clear 
experimental evidence (Anderson et al., 1990) that removing of 
only 1 salt bridge can significantly influence the stability of a 
protein molecule. Therefore, the question of the importance of 
electrostatic interactions for protein stability and folding, in our 
opinion, is not generally solved. 

One of the possible ways to estimate the structural significance 
of the electrostatic interactions is t o  study the 3-dimensional dis- 
tribution of the charged groups in folded proteins with known 
atomic coordinates. Recently, a model approach has been pro- 
posed (Spassov & Atanasov, 1994) to estimate and compare on 
a  common scale the degree of spatial  optimization of the inter- 
action between ionized groups in proteins with different  struc- 
ture  and properties.  This approach was based on a  comparison 
of the electrostatic  term of the free energy calculated for  the 
charge constellation of a native protein with the  corresponding 
energies calculated for a large set of charge distributions gen- 
erated by a  Monte Carlo technique. The probability of the oc- 
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currence  of  random  charge  constellations  with  an  energy  lower 
than  the  energy  of  the  native  structure  has been  suggested as a 
criterion for spatial optimization of the electrostatic  interactions. 
The results  of the  calculations  show clearly that  the electrostatic 
interactions  in  the  native  structures  are  better  optimized  than  in 
the  average  random  charge  constellations  for  almost  all  the  44 
tested proteins. Significant  differences  were obtained  for  differ- 
ent  proteins,  from a very low degree  of  optimization  (near  to 
the expected  value for  the  random  charge  distribution)  to  struc- 
tures  characterized by a very high optimization.  These  theoret- 
ical observations  indirectly  support  the  viewpoint  that  the  role 
of  interactions between the ionized groups  in  the  folding  pro- 
cess may  be  strongly  individual  for  the  different  types  of  pro- 
tein  structures. 

In  the present study, we continue  the analysis of  the  problems 
discussed  above  on  the basis of  an  extended set  of 141 nonho- 
mologous  structures - very near  to  the  maximum  number of the 
nonequivalent high-resolution  X-ray structures available  in  a re- 
cent  collection  (April 1993) of the  Protein  Data  Bank  (PDB) 
(Bernstein  et  al., 1977). The  protein  structures selected  were 
divided  into  representative  groups  using  the  following  criteria: 
(1) functional  type  (grouped  as  the  enzymes  and  proteins  with- 
out  enzymatic  function); (2) secondary-structure  folding  type 
(all-a,  a/p,  and  all+  structures); (3) type of covalent  structure 
(proteins  with or without  disulfide  bonds).  The  latter  criterion 
has been applied previously to  a  set of 44 protein  structures 
(Spassov & Atanasov, 1994). Here we analyze  the  frequency  of 
occurrence of proteins with different  ion  pair  and  disulfide 
bridge  saturation.  The  results  confirm  the  observation  that  the 
charge  interactions in the  native  protein  structures  are  charac- 
terized by an  effective  rejection  of  the repulsive contacts. 

In principle, the results may  depend on  the electrostatic  model 
used and its parametrization.  Here we tested  this  possibility, re- 
peating  the  calculations with several potential  functions  that de- 
scribe  the  charge-charge  interactions.  It  was  found  that,  apart 
from  the  Coulomb  potential,  the results are essentially indepen- 
dent  of  the  type  of  potential  function. 

Results and discussion 

The  entry list (RSl) is represented in Table 1 in  descending or- 
der with respect to  the Sop, values, i.e., from high to low  degree 
of  optimization.  The  optimization  parameters So,, were calcu- 
lated by Equation 8 (Methods  section)  as a function of the  en- 
ergy terms  for  the native structure, AGe,,nlu (Equations  3, 3’, 4), 
and  the  mean  energies, (AG,i,,d), of  the  generated 1,000 ran- 
dom  charge  distributions  for  each  entry  (Table 1). The  results 
represent only  the electrostatic interactions between the charged 
amino  acid  residues in the given crystallographic  structure: all 
structures  are  taken in their  “apo”  form;  the  charges of metal 
ions,  substrates,  inhibitors,  etc.,  are  not  included in the  calcu- 
lations.  The  binding  of  charged  ligands is governed  not  only by 
the  electrostatic  interactions.  Factors  such  as  hydrophobic  ef- 
fect,  proper  coordination  of  the  metal  ions,  etc.,  play a deter- 
mining  role  here. Because these factors  are a  result of  an  already 
folded  structure with  specific clefts,  hydrophobic  patches,  etc., 
ligand  charges  cannot  participate in the  randomization  as  per- 
formed  in  this  study.  It is clear  that  the  hypothetical ‘‘apo” 
structures  may  differ  from  the real ones.  In  the cases where 
this  difference  influences  the  electrostatic  interaction between 
ionizable  groups, or is mainly  due  to  the  strong  electrostatic 

interactions  between  the  ligand  charge  and  the  protein  charge 
constellation,  the  entries were excluded  from  the  data set (see 
Methods).  For  the highly optimized  structures  (top  regions  of 
Table  l),  the low Sop, values are  an  indirect  indication  of  the 
minor  influence of  the  ligand-binding  effects or intermolecular 
interactions  on  integral  electrostatic  properties  of  the  proteins, 

In  almost all structures selected  in  RS1, the Sop, values show 
a negative  sign,  i.e.,  the  energy  terms  calculated  for  the  native 
structures, AGej,nfu, have lower  values than  the averaged energies 
of  the  random  charge  distributions (see Table 1). This  regular- 
ity is not  trivial.  The  establishment of the  native  3-dimensional 
structure  in  the  folding  process is a result  of  the  simultaneous 
work  of  different  factors  and, a priori, it  is not  absolutely nec- 
essary that  the  electrostatic  term is optimized.  The Sop, values 
can  be  considered  as a measure  of  the  importance  of  the elec- 
trostatic  interactions  in  the  folding  process  of  each  individual 
protein  structure.  More clearly, SOPI serves as a relative  measure 
of  the  gain in energy  that  results  from  the  minimization of the 
electrostatic  term  alone  in  reaching a low energy  state  that, in 
general,  characterizes the native  structure. It has to be noted  that 
Sop, is not directly  related to  the electrostatic  stabilization  of the 
proteins. Thus,  for example, some small  proteins  (Table 1, entries 
IFXB, 2MLT, IRDG,  SRXN)  with So,, < 0 are  characterized 
by a  positive  value of AGei,nlu, i.e., the electrostatic interactions 
between titratable  groups  destabilize  the  native  structure. 

Correlation between the electrostatic optimization 
and the presence of disulfide bridges 

A  certain  tendency  of protein  structures  to  compensate  for a de- 
crease in the  energetic  optimization of the  electrostatic  interac- 
tions by the  appearance  of  structure-stabilizing  factors,  i.e., 
disulfide  bridges,  has been observed by Spassov  and  Atanasov 
(1994). The  analysis  of  this  important  feature of protein  struc- 
tures is extended in the  present  work.  The  number  of  disulfide 
bridges,  shown  in  Table  1, was obtained  from  the header  records 
in the  PDB files,  as well as using  a distance  criterion.  The cross- 
chain  connections Fe-Cys 4  in rubredoxin were taken  as  disul- 
fide bridges as well. For  each of the representative  sets (RSl  and 
RS2), the frequencies of  occurrence  of  disulfide  bond-containing 
proteins  are  calculated  in So,, intervals  (RSl, Fig. 1A; RS2, 
Fig. 1B). It is seen that  the  distributions  obtained  for  proteins 
without  disulfide  bridges  have S,, values shifted to  more neg- 
ative values (i.e.,  good  electrostatic  optimization)  and  the dis- 
tributions  of  the  proteins  stabilized by disulfide  bridges  to less 
negative  values. It is immediately  obvious  that  the low level of 
spatial  optimization of the  electrostatic  interactions is compen- 
sated by the  statistic  appearance  of  covalent  crosslinks in the 
protein  structures  and vice versa. In  terms  of  protein  stability, 
this  means  that  the  insufficiency  of  the  electrostatic  stabiliza- 
tion  of  the  native  structure is compensated by introduction of 
chemical  crosslinks,  such  as  disulfide bridges. Thus,  for  exam- 
ple, 3 entries  at  the  bottom  of  Table 1 are  characterized by 
So,, > 0. One of them,  9WGA,  has 16 disulfide bridges,  whereas 
the  other 2 proteins  are  cytochromes, where  2  cysteine  residues 
are  covalently  bound  to  the  heme.  The  strong  noncovalent  in- 
teractions  of  the  prosthetic  group  with  the  protein  moiety,  as 
well as  the 2  thioether  bridges, appear  to compensate for  the low 
electrostatic optimization.  Another clear tendency is that smaller 
proteins (< 100  residues) are  characterized by a lower  electro- 
static  optimization (see Table I ;  So,, > -2). This is in accord 
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Table 1. Selected protein structures (set RSI)  listed in descending order 

Code  Protein (source) 

with respect to Sopla 

SOP( A G,, 

6ACN r 
2CPP r 
K A T  r 

*8ADH r 
*RUBA 
3GRS r 
lGOX r 
lWSY r 

* lCTS r 
*1GPD 
*lMBD r 
9PAP r 
lSGT r 
2I1B r 
2HLA r 
2ALP 
2FB4 r 

*2HHB r 
lWSY 
2GBP r 
GTRA 
4XIA r 
2FB4 
2GD1 r 
lPHH r 

*lGCR r 
*3LZM r 
*5CPA r 

lTIM r 
*1PPD 
*lSBC r 
*2PRK 
2C12 r 
3RP2 

*2AZA r 
4MDH 

*lRHD r 
lHOE r 
4FD1 r 
IPMB 
2STV 
lGPl  r 
lTON 

* 1  ABP 
* 1  CA2 
*2SNS r 
2MHR r 
3DFR 
256B r 
lCLA r 
1 REI 
2CDV r 
3PGM r 

*3GAP r 
'2L1V 
2CAB r 

*6LDH r 
2PAZ r 
4MBA 

*lUTG r 
3BLM 

Aconitase  (pig) 
Cytochrome  P450  Cam (Pseudomonas  putida) 
Catalase  (beef) 
Alcohol dehydrogenase (horse) 
Rubisco (Rhodospirillum  rubrum) 
Glutathione  reductase  (human) 
Glycolate oxidase  (spinach) 
Trypt.  synthase (Salmonella  typhimurium), &chain 
Citrate  synthase (pig) 
~-Gyceraldehyde-3-P  dehydrogenase 
Myoglobin (sperm whale) 
Papain  (papaya) 
Trypsin (Streptomyces  griseus) 
Interleukin-1 beta (human) 
Histocompatibility  antigen, AW 68.1,  a-chain 
Alpha-lytic  protease (Lysobacter  enz.) 
Iggl  Fab  (human) L-chain 
Hemoglobin  (human)  a-chain 
Trypt.  synthase (S. typhimuriurn), or-chain 
D-Galactose binding protein (Escherichia coli) 
Glutathione  transferase (pig lung) 
D-Xylose isomerase (Arthrobucter) 
Iggl  Fab  (human)  H-chain 
D-Glyceraldehyde dehydrogenase (Bacillus steurothermophilus) 
P-Hydroxybenzoate hydroxylase (P. fluor.) 
7-11 Crystallin (calf) 
Lysozyme T4 (E. coli) 
Carboxypeptidase  A  alpha  (bovine) 
Triose  phosphate isomerase (chicken) 
Papain  D  (papaya) 
Subtilisin Carlsberg (Bacillus  subtilis) 
Proteinase K (fungus) 
Chymotrypsin  inhibitor (21-2 (barley) 
Rat mast cell protease I1 (rat) 
Azurin (Alcaligenes  denitrificans) 
Cytoplasmic  malate  dehydrogenase  (porcine) 
Rhodanese  (bovine) 
a-Amylase  inhibitor Hoe-467A 
Ferredoxin (Azotobacter  vinelandii) 
Myoglobin (porcine) 
Satellite tobacco necrosis virus 
Glutathione peroxidase (bovine) 
Tonin  (rat) 
L-Arabinose-binding protein (E. coli) 
Carbonic  anhydrase  form  C  (human) 
Staphylococcal nuclease 
Myohemerythrin  (sipunculan  worm) 
Dihydrofolate  reductase (Lactobacillus  casei) 
Cytochrome b562 (E.  coli) 
Chloramphenicol  acetyltransferase (E. coli) 
Bence-Jones immunoglobulin  (human) 
Cytochrome c3 (Desulfovibrio vulgaris) 
Phosphoglycerate  mutase  (yeast) 
Catabolite  gene  activator  protein (E. coli) 
Leu-Ile-Val-binding protein (E. coli) 
Carbonic  anhydrase  form  B  (human) 
Lactate  dehydrogenase (dogfish) 
Pseudoazurin (Alcaligenes  faecalis) 
Myoglobin (sea hare) 
Uteroglobin  oxidase  (rabbit) 
0-Lactamase (Staphylococcus  aureus) 

-6.23 - 184.0 
-4.32 -80.8 
-4.09 -81.6 
-3.88 -61.5 
-3.83 -75.1 
-3.72 -60.2 
-3.58 -59.3 
-3.28 -58.6 
-3.15 -48.1 
-3.13 -44.5 
-3.06 -26.9 
-3.05 -27.2 
-3.03 -30.3 
-2.99 -30.3 
-2.99 -43.2 
-2.98 -15.2 
-2.92 -22.7 
-2.90 -16.9 
-2.90 -30.4 
-2.88 -51.3 
-2.88 -35.4 
-2.88 -46.9 
-2.87 -21.2 
-2.86 -48.4 
-2.82 -56.1 
-2.79 -33.5 
-2.79 -27.9 
-2.76 -36.6 
-2.73 -37.0 
-2.71 -24.7 
-2.70 -23.5 
-2.64 -32.5 
-2.61 -20.5 
-2.59 -24.4 
-2.59 -27.7 
-2.57 -41.1 
-2.55 -36.6 
-2.54 - 14.1 
-2.5 1 -3.6 
-2.50 -24.5 
-2.49 -17.9 
-2.48 -31.5 
-2.44 -26.0 
-2.42 -39.5 
-2.41 -34.1 
-2.40 -27.4 
-2.39 -28.8 
-2.31 -20.5 
-2.35 -22.1 
-2.34 -18.9 
-2.33 -10.3 
-2.33 -12.5 
-2.28 -29.0 
-2.28 -21.2 
-2.25 -32.2 
-2.22 -26.8 
-2.22 -30.9 
-2.15 -17.1 
-2.09 -15.8 
-2.09 -11.9 
-2.08 -31.9 

-2.5 754 
-6.6 414 
-4.6 506 
-4.1 374 
-6.7 466 
-4.0 478 
-5.1 369 
-6.8  397 
-3.9 437 
-5.0 334 

3.6 153 
2.1 212 

-3.7 223 
-3.4 153 
-5.2 270 

4.6 198 
-2.6 216 

0.2 141 
-4.0 268 
-4.8 309 
-2.9 198 

2.7 393 
-1.7 229 
-5.7 334 
-6.1 394 
-3.5 174 

0.2 164 
-3.9 307 
-3.3 247 

2.2 212 
-2.8 275 
-3.6 219 
-2.9 83 

0.0 224 
-3.9 129 
-5.5 334 
-3.9 293 
-1.4 74 
17.2 106 

-1.3 153 
-0.5 195 
-3.6 198 
-3.2 235 
-4.4 306 
-2.9 259 

0.4 149 
-3.8 118 
-3.5 162 
-3.9 106 
-1.8 213 
-1.4 107 

4.1  107 
-1.0 241 
-1.6 209 
-1.1 344 
-2.3  261 
-1.8 330 
-2.9 123 
-2.4  147 
-2.4 70 

1.5 257 

N SSF 

0 E 
0 E 
0 E 
0 E 
0 E 
1 E 
0 E 
0 E 
0 E 
0 E 
0 N 
3 E 
3 E 
0 N 
2 N 
3 E 
2 N 
0 N 
0 E 
0 N 
0 E 
0 E 
3  N 
0 E 
0 E 
0 N 
0 N 
1 E 
0 E 
3 E 
0 E 
2 E 
0 N 
3 E 
1 N 
0 E 
0 E 
2 N 
0 N 
0 N 
0 N 
0 E 
5 E 
0 N 
0 E 
0 E 
0 N 
0 E 
0 N 
0 E 
1 N 
0 N 
0 E 
0 N 
1 N 
0 E 
0 E 
0 N 
0 N 
0 N 
0 E 

- 

(continued) 
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Table 1. Continued 

Code 

8ATC 
*2ACT 
3B5C r 
2HHB 
IFXB r 

*ICRN 
*8DFR r 
2LBP r 
3HVP r 
ITNF r 
4INS r 
8ATC r 
2PKA 
1 HMQ 
2CCY r 
2PAB r 

*3ADK r 
*3EST 
2AAT r 

*2SGA r 
2CR0 
2UTG 
ICYC 
2RHE 
lLZl  r 
2LH4 r 

*5CYT 
* lUBQ r 

IECA r 
2MLT 
1PP2 

*INXB r 
ICTF r 
3FXC r 
RVSA 
IHNE 

*4FXN r 
2RSP r 
ILDB 
2HLA 
lHIP r 
2PTN 
ICCR r 
2LHB 
2LZ2 
351C r 
lFXl  

*1BP2 r 
5EBX 
1R69 r 
5DFR 

*IRNT r 
THIA 
3PGK r 

*1RN3 r 
*2PCY r 
*lACX r 
*2SOD r 
* 1 LZT 
2CGA 
2WRP r 

Protein (source) s o p ,  

Aspartate  carbamoyltransferase (E.  coli), 0-chain 
Actinidin (Chinese gooseberry) 
Cytochrome bS (bovine) 
Hemoglobin  (human), &chain 
Ferredoxin (Bacillus  thermoproteolyticus) 
Crambin (Abyssinian cabbage) 
Dihydrofolate  reductase (chicken) 
Leucine-binding protein (E.  coli) 
HIV-I  protease (synthetic) 
Tumor necrosis factor  (human) 
Insulin (pig) 
Aspartate  carbamoyltransferase (E. coli), or-chain 
Kallikrein A  (porcine) 
Hemerythrin (Themiste  dyscrilum) 
Cytochrome c' (Rhodomonas  molichianum) 
Prealbumin  (human) 
Adenylate kinase (porcine) 
Elastase  (porcine) 
Aspartate  aminotransferase (E.  coli) 
Proteinase  A (Streptomyces  griseus) 
434 Cro protein  (phage 434) 
Uteroglobin 
Ferrocytochrome c (bonito) 
Bence-Jones protein  (human) 
Lysozyme (human) 
Leghemoglobin (lupin) 
Cytochrome c (albacore  tuna) 
Ubiquitin  (human) 
Erythrocruorin (Chironomus  thummi  thummi) 
Melittin  (honeybee) 
Phospholipase  A2  (rattlesnake) 
Neurotoxin  B (sea snake) 
50s Ribosomal  protein (E. coli) 
Ferredoxin (Spirulina  platensis) 
Riboflavin  synthetase 
Neutrophil  elastase  (human) 
Flavodoxin (Clostridium MP) 
Rous  sarcoma virus protease 
Lactate  dehydrogenase (B. stearothermophilus) 
Histocompatibility  antigen AW 68.1, 0-chain  (human) 
High  potential  iron  protein (Chrysomonas  vinosum) 
Trypsin  (bovine) 
Cytochrome c (rice) 
Hemoglobin (sea lamprey) 
Lysozyme (turkey) 
Cytochrome cssl (Pseudomomas  aeruginosa) 
Flavodoxin (Desulfovibrio  vulgaris) 
Phospholipase  A2  (bovine) 
Erabutoxin  A (sea snake) 
434 Repressor (phage 434) 
Dihydrofolate  reductase (E.  coli) 
Ribonuclease T1 (Aspergillus  oryzae) 
Glutaredoxin  (bacteriophage  T4) 
Phosphoglycerate kinase (baker's yeast) 
Ribonuclease  A  (bovine) 
Plastocyanin  (poplar) 
Actinoxanthin (Actinomyces  globisporus) 
Superoxide  dismutase (bovine) 
Lysozyme (hen egg) 
Chymotrypsinogen  A  (bovine) 
Trp repressor (E. coli) 

-2.05 
-2.03 
-2.02 
-2.02 
- 1.97 
- 1.94 
- 1.91 
- 1.90 
- 1.90 
- 1.89 
- 1.86 
-1.86 
-1.85 
-1.82 
-1.80 
- 1.75 
-1.75 
- 1.74 
-1.71 
- 1.69 
- 1.68 
- 1.68 
- 1.65 
- 1.65 
- 1.63 
- 1.63 
-1.59 
-1.59 
-1.56 
-1.53 
-1.52 
- 1.52 
-1.48 
-1.46 
- 1.45 
- 1.42 
- 1.42 
- 1.40 
-1.36 
-1.34 
- 1.34 
- 1.27 
- 1.23 
-1.21 
-1.17 
-1.16 
-1.16 
-1.15 
-1.14 
-1.13 
-1.08 
- 1.06 
- 1.04 
- 1.04 
- 1.01 
- 1.01 
-1.00 
-0.97 
-0.97 
-0.94 
-0.91 

A c e ,  
~ 

-17.1 
-11.2 
-14.7 
-12.8 

4.4 
-6.2 

-20.6 
-25.1 
-9.4 

-13.3 
-5.6 

-32.0 
-14.0 
-20.7 
-13.4 
-13.4 
-22.8 
-10.8 
-28.7 
-9.6 
-5.4 

-22.1 
-3.3 
-8.5 
-9.3 

-15.7 
-1.9 

-11.8 
-12.5 

1.4 
-10.4 
-9.1 

-12.8 
12.5 

-10.3 
-6.4 
-3.0 

-11.7 
-18.3 
-11.0 
-8.7 
-8.3 
-7.8 

-13.8 
-2.9 
-9.4 
-0.4 

-12.0 
-6.8 
-4.4 

-13.2 
-2.1 
-8.3 

-22.3 
-9.1 
-4.6 
-2.1 

-11.4 
-3.8 

-11.1 
-6.9 

( A G ~ J ~  
~ 

-2.8 
9.9 

-1.6 
-1.0 
15.8 

-1.5 
-0.8 

1.4 
-1.8 
-2.5 
-1.2 
-5.6 

2.8 
-4.0 
-2.4 
-2.9 
-3.7 

0.4 
-6.2 
-1.7 

2.9 
-4.5 

6.4 
0.5 
4.1 

-3.6 
7.7 

-2.2 
-2.5 

3.4 
1.5 

-1.3 
-2.7 
20.3 

-1.4 
3.6 

10.3 
-2.8 
-1.5 
-2.7 
-2.7 

1 .o 
0.1 

-3.8 
5.9 

-2.8 
8.6 

-3.4 
-1.5 

1.5 
-4.3 

3.5 
-2.5 
-6.9 
-2.3 

1.3 
-0.1 
-3.4 

3.5 
-4.5 
-1.7 

~ 

153 
220 
93 

146 
81 
46 

189 
346 
99 

157 
21 

310 
232 
113 
128 
127 
195 
240 
396 
181 
71 

140 
103 
114 
130 
153 
104 
76 

136 
27 

122 
62 
74 
98 

153 
218 
138 
124 
317 
99 
85 

223 
I12 
149 
129 
82 

148 
123 
62 
69 

159 
104 
81 

416 
124 
99 

108 
152 
129 
245 
107 

N 

0 
3 
0 
0 
0 
3 
0 
1 
0 
1 
3 
0 
5 
0 
0 
0 
0 
4 
0 
2 
0 
2 
0 
1 
4 
0 
0 
0 
0 
0 
7 
4 
0 
0 
0 
4 
0 
0 
0 
1 
0 
6 
0 
0 
4 
0 
0 
7 
4 
0 
0 
2 
1 
0 
4 
0 
2 
I 
4 
5 
0 

- 
SSF 

E 
E 
N 
N 
N 
N 
E 
N 
E 
N 
N 
E 
E 
N 
N 
N 
E 
E 
E 
E 
N 
N 
N 
N 
E 
N 
N 
N 
N 
N 
E 
N 
N 
N 
E 
E 
N 
E 
E 
N 
N 
E 
N 
N 
E 
N 
N 
E 
N 
N 
E 
E 
N 
E 
E 
N 
N 
E 
E 
E 
N 

~ 

(continued) 
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Table 1. Continued 

Code  Protein  (source) SOP, Ace;  ( A G , , ) ~  N SSF 
.”____ 

”” 

1 RBB 
20VO r 
lSN3 r 
1 c c 5  

*IRDG 
1 RNS 
lCTX r 

*5PTI r 
2GCH 
2ABX 
2SSI r 
5RXN r 
5CHA r 
2GN5 r 

* lALC 
* l P P T  

155C 
3C2C 
9WGA r 

Ribonuclease  B  (bovine) 
Ovomucoid  third  domain (silver pheasant) 
Scorpion  neurotoxin 
Cytochrome c5 ( A .  vinelandii) 
Rubredoxin (Desulfovibrio  gigas) 
Ribonuclease-S  (bovine) 
a-Cobratoxin  (cobra) 
Trypsin  inhibitor  (bovine) 
y-Chymotrypsin  A  (bovine) 
a-Bungarotoxin  (braided  krait) 
Streptomyces subtilisin  inhibitor 
Rubredoxin (Clostridium  pasteurianum) 
a-Chymotrypsin  A  (cow) 
Gene  5  DNA  binding  protein 
a-Lactalbumin  (baboon) 
Avian  pancreatic  polypeptide  (turkey) 
Cytochrome c550 
Cytochrome c2  (Rhodospirillum  rubrum) 
Wheat  germ  agglutinin 

-0.89 
-0.87 
-0.80 
-0.79 
-0.78 
-0.75 
-0.74 
-0.61 
-0.58 
-0.55 
-0.54 
-0.50 
-0.46 
-0.43 
-0.28 
-0.19 

0.07 
0.18 
0.63 

-6.2 
-3.9 
-6.1 
-7.0 

0.7 
-6.6 
-3.5 
-0.4 
-7.7 
-3.1 
-2.5 

9.0 
-6.7 
-5.1 
-2.2 
-0.8 
-1.8 
-1.7 

1.8 

-0.6 124  4 E 
-1.4 56  3  N 
-2.3 65  4 N 
-2.4 83 1 N 

4.4 53  4  N 
-1.9 104 4 E 

0.3 71 5  N 
1.6 58 3  N 

-3.7 245 5 E 
-0.2 14 5 N 
-0.5 113 2 N 
11.7 54 4  N 

-3.6 245 5 E 
-2.6 87 0 N 
-0.2 123 4  N 
-0.4 36 0 N 
-2.4 135 0 N 
-2.6 112 0 N 
-0.6 171 16 N 

a The  entries of the  unbiased  representative set RS2 are  designated  by r .  The  entries  used in Spassov  and  Atanasov (1994) are  designated by an 
asterisk.  Column  designations: Ace, and (AG,,), the  electrostatic  term of free  energy for  the  “native”  and  for  the  random  charge  distributions; 
N ,  number of the  amino  acid  side  chains; SS, number of disulfide  bridges; F, functional  type (E, enzymes; N,  proteins  without  enzymatic  functions). 

Some (AG,;) values  presented  here  differ  by  about  0.1-0.2 kca lhol   f rom those  obtained by Spassov  and  Atanasov  (1994).  These  differences 
are  due  to  the  different  random  generators used in both  works. 

with the  fact  that  the disulfide-bridge  density is higher for small  servation is in line with the easier crystallizability of the enzymes. 
proteins. This result not only  correlates with the well-known role In  terms  of  the  electrostatic  energy,  it is obvious  that  an  aver- 
of  disulfide  bonds  as  structure-stabilizing  factors  but  provides  age  compact  globular  structure  allows a better  optimization, 
evidence that,  at least  in the cases  of the  electrostatically well- which may result  in an  increased  stability. 
optimized  structures  (i.e., Sop, << 0), the  role  of  the  charged 
groups seems to be important  for  the  optimization  of  the  total 
energy  of a protein  structure  during  the  folding  process. Secondary structure classes 

Enzymes and proteins without enzymatic functions 

We have  analyzed  the  structures  within  the  representative  data 
set on  the basis  of 2 functional classes: enzymes  and  proteins 
without  enzymatic  functions  (designated  as E and N, respec- 
tively,  in Table 1). The  estimated  frequencies  of  the  occurrence 
of  group E and  group N members  in Sop, intervals  are  shown 
in Figure 2. The  interactions between the ionized groups  among 
the  enzyme  molecules  show  much  better  optimization  than 
among  the enzymatically  inactive proteins.  The  estimated  mean 
values of the  optimization  parameters are: (Sop,(E)) = 2.25 and 
(Sop, (N)) = 1.63 (for  the  unbiased set RS2 they  are: (Sop, (E)) = 
2.43 and (S,,(N)) = 1.69). In  terms  of  the  optimization  crite- 
rion Pop( (Equation 7), the  probabilities  of  occurrence of ran- 
dom charge  constellations with an energy lower than  the average 
electrostatic energy  of the enzymes (group  E)  are 0.012 for RS1 
and 0.007 for RS2, whereas for  group N, these  values are  about 
5 times  higher-0.05  and 0.045. Thus,  the  frequency  of  occur- 
rence of group E  in the  interval  of  the highly optimized  struc- 
tures (Sop, < -3) is much  higher  than  the  corresponding 
frequency of group N (Sop, > -1). It is known  from  structural 
studies  that enzymes  in general  form  more  compact  globular 
structures  than  proteins  without  enzymatic  functions.  This  ob- 

The  percentages of the  a-helical  and  &strand regions in the 
structures of the extended set RS1 are  presented in Table 2. The 
entries were  assigned to 3 types  of  dominant  secondary  struc- 
ture  according  to  the rules  given by Equation 10: a-helix ( a ) ,  
P-strand (p),  and ab. The corresponding  assignments for  the en- 
tries of  the  unbiased set RS2 (Boberg et  al., 1992) obtained with 
the DSSP package  and  the rules of  Equation 9 are  shown  also 
in  Table 3.  The  application of the rules of  Boberg  et  al. (1992) 
gives almost  the  same assignment as is proposed  for  the unbiased 
set.  This result shows  that our algorithm  for  the  calculation of 
the  percentages  of  secondary  structure is sufficiently  accurate 
for  the  purpose  of  structural  classification.  The  frequencies of 
occurrence of a ,  p, and a/3 proteins in Sop, intervals  obtained 
on  the basis o f  the sets RS1 and RS2 are  shown in  Figure 3A and 
B, respectively. Classes a+@ and a / p  are  taken  as ap for the set 
RS2. The  distributions  show a very similar shape in spite  of  the 
fact  that  the  folding class and  secondary-structure  assignments 
were performed by different classification criteria  and  different 
algorithms.  The  maxima  of  the  frequencies  for  the ab class 
(mixed structures)  are  shifted by about l o  unit  to  more  nega- 
tive Sop, values  as compared  to  pure a or 0 class structures.  The 
distributions  are  not  symmetric:  the class a0 proteins  occur  in 
the region of highly optimized  structures (Sop, < -3), whereas 
class a and class 0 are  grouped in a region (Sop, 2 - 1 )  that re- 
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Fig. 2. Frequencies of occurrence of proteins of different functional 
type. E, Enzymes; N,  proteins  without  enzymatic functions. A: Results 
obtained on basis of the extended set RSI. R: Results obtained on ba- 
sis of the  representative  set  RS2. 
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Fig. 1. Frequencies of occurrence of protein  structures  without disul- 
fide bridges (N) and containing disulfide bonds (S) in  intervals of the 
computed S,,,,. A: Results obtained on basis of the extended set RSI. 
B: Results obtained on basis of the  representative  set RS2. 

flects inferior  optimization  of  the electrostatic  interactions. This 
finding  shows  that  proteins built from  either CY o r  0 secondary- 
structure  elements  are  characterized by essentially  lower opti- 
mization.  The  increased  variability  and  adaptability  of  the 
structural  patterns, which certainly exist in the mixed &type 
structures, seems to result  in  a better  optimized  electrostatic  en- 
ergy term. In the  case  of (Y and 0 folding types, the effect of  the 
network  of  main-chain  hydrogen  bonds in the usually longer 
secondary-structure  domains  appears  to  be  an  alternative  sta- 
bilizing factor. It follows  that,  for  these  types  of  proteins,  the 
optimization  of  the  electrostatic  interactions is not necessarily 
the  major  stabilizing  factor. 

contacts in a folded  protein is near  the  number  of  ion  pairs  sta- 
tistically  expected (on  average 4-5 ion  pairs/100 residues) for 
randomly  distributed  charged  groups  on  the  protein  surface. 
However,  the  shape  of  the  frequencies  of repulsive contacts 
estimated  for  the  native  structures is essentially different: most 
of the  proteins  show  from  zero  to  no  more  than 2 ion  pairs 
with equal sign per 100 residues. The  electrostatic  term of the 
free  energy in a  folded protein is therefore effectively minimized 
by rejecting  the  conformers,  leading  to repulsive electrostatic 
contacts, but remains at this  stage  without further improving  the 
network  of  attractive  interactions.  This result confirms  the pre- 
vious observation  (Spassov & Atanasov, 1994) based on a re- 
duced set of  protein  structures.  Our  analysis  shows  that salt 
bridges seem to  occur in folded  proteins with a relatively con- 
stant  ratio  of  about 4 per 1 0 0  amino acid residues. In principle, 
the  electrostatic energy term  could be optimized by increasing 
the  number  of salt bridges  (attractive  interactions) or  by de- 
creasing  the  number of repulsive interactions. It appears  to  be 
a general  rule  for  proteins  that a gain in electrostatic  stabiliza- 
tion is achieved rather by minimizing the  number  of repulsive 
contacts.  Particularly,  the rejection of repulsive contacts seems 
to  be 1 major  goal in the  protein  folding  process t o  achieve an 
energetically optimized  distribution  of  charged  amino acid side 
chains.  This  may  also  be reflected  in the  functional  properties 
of  proteins.  Thus,  for  example, it was  shown  for  the  case  of 
thrombin  (Bode et al., 1992; Bode & Karshikov, 1993) that ion- 

Attractive and repulsive  electrostatic  interactions 

The following definitions are used in this analysis: 2  charges sep- 
arated less than 5 A are  defined  as  an  ion  pair;  ion  pairs  of 
charges  of  opposite sign are  defined  as  salt bridges. The  num- 
ber of salt  bridges realized in the native structures (Nsl,,,,l,) does 
not  differ  significantly  from  the  number  of  salt bridges  gener- 
ated by a random process ((Nslf,,,,d>), and  has a shape very sim- 
ilar to  a Gaussian  distribution (Fig. 4A). It is notable, however, 
that  the repulsive contacts  are rejected  very  effectively  in most 
of  the native structures, i.e., Nmp.nfl,*:  (Nmp,md) (Fig. 4B). This 
shows  that  the  number  of  attractive  electrostatic  short-range 
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Table 2. Computed percentage of a-helical and P-strand regions and secondary structure folding classes 

Folding  classa 

Code 

6ACN 
2CPP 
8CAT 
8ADH 
RUBA 
3GRS 
1 COX 
BWSY 
1  CTS 
lGPD 
1 MBD 
9PAP 
1 SGT 
2I1B 
AHLA 
2ALP 
LFB4 
ZHHB 
1 WSY 
2GBP 
GTRA 
4XIA 
2FB4 
2GD1 
lPHH 
3LZM 
1  GCR 
5CPA 
ITIM 
lPPD 
lSBC 
2PRK 
2c12 
3RP2 
2AZA 
4MDH 
lRHD 
1 HOE 
4FD  1 
lPMB 
2STV 
lGPl  
1 TON 
lABP 
1  CA2 
2SNS 
2MHR 
3DFR 
256B 
lCLA 
1  REI 
2CDV 
3PGM 
3GAP 
2LlV 
2CAB 
6LDH 
2PAZ 
4MBA 

"" 

-6.23 
-4.32 
-4.09 
-3.88 
-3.83 
-3.72 
-3.58 
-3.28 
-3.15 
-3.13 
-3.06 
-3.05 
-3.03 
-2.99 
-2.99 
-2.98 
-2.92 
-2.90 
-2.90 
-2.88 
-2.88 
-2.88 
-2.87 
-2.86 
-2.82 
-2.79 
-2.79 
-2.76 

2.13 
-2.71 
-2.70 
-2.64 
-2.61 
-2.59 
-2.59 
-2.57 
-2.55 
-2.54 
-2.51 
-2.50 
-2.49 
-2.48 
-2.44 
-2.42 
-2.41 
-2.40 
-2.39 
-2.37 
-2.35 
-2.34 
-2.33 
-2.33 
-2.28 
-2.28 
-2.25 
-2.22 
-2.22 
-2.15 
-2.09 

33.5 
49.8 
32.8 
29.0 
24.3 
32.0 
44.5 
41.9 
63.3 
28.6 
83.6 
23.7 
8.1 
0.0 

28.3 
3.6 
7.4 

75.0 
55.1 
41.5 
60.2 
49.5 
0.0 

30.9 
35.6 
65.6 

5.2 
37.3 
47.6 
23.7 
30.4 
24.8 
17.2 
8.1 

14.1 
42.5 
32.2 
0.0 

33.3 
80.3 
12.6 
25.7 

8.0 
44.9 
12.2 
27.9 
70.9 
21.7 
79.0 
29.2 
0.0 

25.5 
35.4 
33.8 
44.6 
17.3 
43.9 
16.4 
80.7 

P-Strand 
% 

33.2 
21.3 
28.2 
34.0 
26.2 
35.7 
23.3 
27.6 
7.3 

26.2 
0.0 

29.9 
43.7 
67.8 
41.3 
46.2 
64.7 
4.3 

23.1 
24.8 
12.1 
16.6 
62.3 
34.5 
31.6 
6.7 

48.0 
22.2 
19.1 
28.0 
24.2 
26.3 
45.3 
52.5 
45.3 
25.9 
32.5 
61.6 
18.1 
0.0 

54.1 
28.4 
49.6 
17.0 
48.2 
30.0 
13.7 
47.2 
0.0 

42.0 
64.2 
30.2 
15.3 
27.5 
25.7 
45.5 
25.6 
54.1 
3.4 

Code &,, 
1 UTG 
3BLM 
8ATC 
2ACT 
3B5C 
ZHHB 
1 FXB 
lCRN 
8DFR 
2LBP 
3HVP 
lTNF 
41NS 
8ATC 
2PKA 
lHMQ 
2CCY 
2PAB 
3ADK 
3EST 
2AAT 
2SGA 
2CR0 
2UTG 
lCYC 
2RHE 
lLZl 
2LH4 
5CYT 
lUBQ 
lECA 
2MLT 
1 PP2 
1 NXB 
ICTF 
3FXC 
RVSA 
IHNE 
4FXN 
2RSP 
1 LDB 
2HLA 
lHIP 
2PTN 
lCCR 
2LHB 
2LZ2 
351C 
lFXl 
1 BP2 
5EBX 
1 R69 
5DFR 
1 RNT 
THlA 
3PGK 
1 RN3 
2PCY 
1 ACX 

-2.09 
-2.08 
-2.05 
-2.03 
-2.02 
-2.02 
- 1.97 
- 1.94 
-1.91 
-1.90 
-1.90 
-1.89 
-1.86 
-1.86 
-1.85 
-1.82 
-1.80 
- 1.75 
- 1.75 
- 1.74 
-1.71 
-1.69 
-1.68 
- 1.68 
-1.65 
- 1.65 
- I  .63 
- 1.63 
- 1.59 
- 1.59 
- 1.56 
- 1.53 
- 1.52 
-1.52 
- I  .48 
- 1.46 
- 1.45 
- 1.42 
- 1.42 
-1.40 
- 1.36 
- 1.34 
-1.34 
-1.27 
-1.23 
-1.21 
-1.17 
-1.16 
-1.16 
-1.15 
-1.14 
-1.13 
-1.08 
- 1.06 
- 1.04 
- 1.04 
-1.01 
-1.01 
-1.00 

a-Helix 
%I 

78.3 
41.8 
22.1 
25.7 
48.8 
77.2 
18.8 
46.7 
23.2 
41.2 

7.1 
0.0 

54.0 
39.5 
7.4 

70.5 
77.0 
12.4 
62.2 

7.1 
41 .O 

7.8 
62.5 
79.9 
41.2 

5.3 
38.0 
77.6 
46.1 
16.0 
78.5 
96.0 
42.1 
0.0 

52.2 
8.2 

47.4 
6.3 

38.7 
6.1 

41.6 
0.0 

12.0 
9.0 

45.5 
75.7 
35.9 
51.9 
28.8 
50.0 
0.0 

69.4 
22.9 
16.5 
36.0 
38.9 
19.5 
4.1 
0.0 

6-Strand 
% 

0.0 
25.8 
39.3 
26.1 
20.2 
0.0 

16.3 
26.7 
49.7 
25.2 
61.2 
60.9 
24.0 
20.7 
45.5 
9.8 
6.3 

55.8 
20.2 
49.0 
12.9 
43.3 
0.0 
2.9 
8.8 

64.6 
10.9 
2.6 

13.7 
45.3 

3.0 
0.0 

11.6 
57.4 
23.9 
27.8 
28.9 
41.2 
24.8 
75.4 
22.9 
70.4 
15.7 
42.3 
17.3 
7.4 

10.2 
11.1 
28.1 
14.8 
75.4 
0.0 

46.4 
34.0 
23.3 
16.2 
42.3 
57.1 
40.2 

Folding  classa 
- 

c 1  

CY 

f f P  
f f P  
4 
CY 

CY 

4 
4 
P 
CYP 
P 
P 

f f P  
P 

a 

a 
a 
P 

P 

P 

a 

CY 

CY 

CY 

a 
P 
CY 

CY 

CY 

P 
CY 

CY 

CY 

P 

P 
.P 
P 
aP 
P 
f fP 
P 
i 
P 

CY 

a 
a 
a 
a 
UP 

P 

P 
P 

CY 

CY 

CY 

a 
P 
P 
a 

(continued) 
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Table 2. Continued 
" . 

Folding classa 

Code S,,, VQ % c1 c 2  Code S,,, or, V0 c1 C2 
a-Helix &Strand ~ _ _  a-Helix &Strand _ _ ~  

Folding classa 

2SOD -0.97 0.0  44.0 P P 2GCH -0.58 9.4 47.2 P 
I LZT 
2CGA 
2WRP -0.91  78.8  3.8 a a 5RXN -0.50 0.0 37.7 P P 
I RBB -0.89  22.0  48.0 P - 5CHA -0.46 9.4 42.6 P a+P 
2 o v o  -0.87  18.2  36.4 P P 

1 CC5 
IALC -0.28  32.2 14.0 a 1SN3  -0.80  12.5  39.1 P a+P 
2GN5  -0.43 0.0 38.4 P I 

5PTI -0.61  24.6  38.6 CUP a+P 
9WGA 0.63  11.8  24. I P a -0.74 0.0 31.4 P P 1 CTX 
3C2C  0.18  48.6  16.2 a -0.75  21.7  46.7 P - 1 RNS 
155C  0.07  33.8 9.0 a -0.78 0.0 35.3 P - 1 RDG 
I PPT -0.19  51.4  17.1 a -0.79 48.8 4.9 a - 

- 
-0.97  41.4 10.2 a - 
-0.94  14.3 45.9 P - 

2ABX -0.55 0.0 5.5 i 
2SSI  -0.54  16.0  37.1 P a+P 

- 

- 
- 
- 
- 

" ~ 

~~~ ~- ". ____ 

B Classification Cl is obtained according to Equation 10; classification C2 is taken from Boberg  et al. (1992). 

izable  groups  that d o  not  take  part in  salt bridges  are  responsi- 
ble for  the establishment of  the  electrostatic field in and  around 
the  protein molecule, a feature  that is essential for  substrate  and 
inhibitor  binding. 

Dependence of the optimization parameters 
on the electrostatic model 

In this  study, we tested the sensitivity of the  computed  optimi- 
zation  parameter, S,,,, by repeating  the  calculations with a 
number  of  different  potential  functions  describing  the  electro- 
static  interactions  (Table 3; see also  Methods). In terms of the 
approach  used,  the S,,, values are a measure of the  difference 
between the  charge  distribution in a folded  structure  and  the 
random  state.  This is a result of  the minimization of AG, in the 
native  structure. If we consider AG,. as a function of the alge- 
braic  form  and  parameterization of the  electrostatic  potential 
function y , ,o ( l ( r j , ) ,  S,,, could  also  be used as a quality  crite- 
rion of the  different models. Incorrect  models  are expected to 

Table 3. Averaged results of the test of different 
electrostatic modelsa 

No. Potential function &,,Jr;,) (Sop, I W;,,,,,,]) (Soprl  Y,,,dl) 

-~ ~ . ~~~~~~~ . -~ ~. -~~ 

_ _ _ _ _ _ _ " ~ _ ~ ~ _ ~ ~  ~ ~ ~ ~ 

I W, = al/r + a2/r2 + a3/r3 - I  .923 - 1.720 
2 W , ,  = B/D.r, D = r - 1.935 - I  .732 
3 W,,  = B/D.r, D = constant - 1.746 - 1.626 
4 WrK(r, R , , d .   D ; ) , d =  I . O A  -1.911  -1.718 
5 WrK(r, R,, d. D,) ,  d = 0.4 A -1.899 - 1.709 
6 WrK(r, R,, d. D,) ,  d = 0.0 A -1.805 - 1.668 

~ ~~~~~ 

7 W",,, K = 3.5 A - I  .973 - I  .737 
8 W",, K = 22.0 A -1.813 - 1.673 
- .  _" - ~- " - - ~~ 

~. ~ ~ ~~~~~~ ~ ~ ." 

a (S,,,,) represents the mean values of the optimization parameter, 
S,,,,,, obtained on the full set of 141 protein structures. The calculations 
performed with the corrections for the solvent accessibility are desig- 
nated as W;,,ud = ( 1  - SA,,) . 

give  positive S,,, values, whereas  the  more  adequate  models 
will give more negative S,,, values. From  Equations 2 and 8, it 
can  be seen that S,,,, is independent  of  the  calibration  of  the 
potential  function: S,,,, [ w(ri,)] = S,,,, [a .   w(ri , ) ]  for  any a > 0. 
This allows us to use  normalized functions  for  the  further  anal- 
ysis. The  shapes  of  the  normalized  functions I Wmod(rj,)l = 

R 6 0 T  U 
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Fig. 3. Frequencies of occurrence of proteins of different secondary 
structure folding type. A: Set RSI and classification C1 (see Table 2 and 
text). B Set  RS2 and classification C2 (the classes a/P and a+P are taken 
as ab). 
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native random 

0 1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4  

salt bridged100 residues 

B 40 

30 

x 20 

10 

0 
0 1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4  

repulsive constactllO0 residues 

Fig. 4. Frequencies of occurrence of proteins with different number of 
ion pairs per 100 residues, obtained  on  the extended set of 141 struc- 
tures (RSl). On  the abscissa: (A) (Ns,l,nlu/lOO residues), number of salt 
bridges in the native, and ((Ns,l,rnd)/lOO residues), number of the ex- 
pected salt bridges in random charge constellations; (B) (Nrep,nrv/lOO 
residues), number of repulsive contacts in the native structures, and 
((N,,,,nd)/lOO residues), number of the expected repulsive contacts in 
random charge constellations. 

wmod(fjJ)/wmod(3.5) are  shown in Figure 5. These  functions, 
together  with  the  mean values (Sop,> of  the  computed  optimi- 
zation  parameters,  averaged  over  the set RSl ,  are listed in  Ta- 
ble  3.  The  values (So,, [ Wmod’ ( 1  - SA,,)]) and (So,, [ Wmod]) 
represent  the results of  the  application of the  electrostatic  mod- 
els with and  without  the  correction  by  the  mean  static  solvent 
accessibilities (SAij)  of  the  interacting  groups,  as discussed  in 
the  Methods section. The  computed SOPI values for  the individ- 
ual  proteins  are  compared  for  the  different  potential  functions 
Wmod ( r,,) in  Figure 6. 

On  the basis  of the  averaged results  (Table 3) and  the individ- 
ual differences  in SOPI (Figs. 6, 7), the following  conclusions can 
be  made: (1) The  classification of protein  structures  by  the  de- 
gree  of  spatial  optimization (Sopt) of the  electrostatic  interac- 
tions is independent  of  the  choice  of  the  potential  function. As 
shown in  Figure 6, the  majority of the  potential  functions Wmod 
give practically identical results. The  more significant  differences 
are observed  in the case of  the  Coulomb  potential  (model 3) and 
in  the case of  models 6 and 8, which are characterized by a shape 
close to l / r .  However,  these  differences do  not essentially in- 
fluence the  arrangement of the individual  structures with respect 
to  the  optimization of the  electrostatic  interactions. (2) The  av- 
eraged values (So,,> (see Table 3) strongly  correlate with the 
slope  of the potential functions used (Fig. 5). The models, where 

Fig. 5. Themodel potential functions I Wmod(r)I = Wmod(r)/Wmd(3.5) 
normalized at r,, = 3.5 A and used to test different electrostatic mod- 
els. The  enumeration of the  different potential functions  corresponds 
to that in Table 3. The  Tanford-Kirkwood potential function (curves 
4, 5 ,  and 6) corresponds toman internal dielectric constant D, = 4 and 
a molecular radius R, = 20 A. However, the calculations are performed 
with  values  of R,  estimated for each particular structure. Therefore, the 
observed identity of models 1 and 4 is valid only for proteins with R ,  
close to 20 A. 

the  normalized  function  Wmod(r) decreases more  rapidly with 
distance,  show  more negative  values of (Sop,>. This  regularity 
can  also  be seen  in the  individual SOPI values (see Fig. 6) for a 
large number of proteins,  and it is stronger in  “well”-optimized 
structures.  Although  the  model  functions  are  tested  only  as a 
formal  algebraic  expressions  (some of them  have  different  pa- 
rameterization),  the results indicate  that  the  short-range  inter- 
actions seem to be the  major  part,  forming  the  free energy term 
Ace; .  (3) The inclusion of  the  correction  term (1 - SA;,) in the 
electrostatic  models gives systematically  better results for  most 
of the  structures investigated  (Fig. 7). The solvent  accessibility 
correction seems to  be a reasonable  tool to  account  for  the  dif- 
ferences  in the local dielectric properties at  the protein-water  in- 
terface  in  the  simplified  electrostatic  models, based on mean 
force field potentials. 

-7 .0  3 20 40 60 RO 100 120 140 

e n t r y  No. 

Fig. 6.  Sop, calculated for  the set RSl by means of the different model 
potential functions. The enumeration of the models corresponds to that 
in Table 3. The enumeration of the  protein items corresponds to that 
in Table 1. 
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Fig. 7. The effect of the  correction term (1 - SA,,) on  the values of 
ASopf = So,, [ Wmod' ( 1  - SA,.)] - SOpf( Wmod). The enumeration 

of the models corresponds to  that in Table 3.  The enumeration of the 
protein items corresponds to  that in Table 1. The negative values of 
AS,,, correspond to an improvement of the  optimization  parameter. 

Conclusions 

The analysis of the extended set of 141 protein  structures shows 
that different  proteins exhibit different degrees of optimization 
of the charge-charge interactions. The  majority of native struc- 
tures, however, is characterized by an optimized charge distribu- 
tion compared to the corresponding random states. Obviously, 
the reason for these differences is hidden in the  structure of the 
folded state, which, in any  individual case, corresponds to a 
concrete architecture related to a concrete function.  Therefore, 
the question  of the importance of the electrostatic  interactions 
for stability and folding of globular  proteins seems to have no 
universal answer - the charge constellation in each individual 
structure is optimized individually with different efficiency.  Nev- 
ertheless, the  approach used gives the  opportunity not only to 
classify the  structures by the degree of optimization of the elec- 
trostatic  interactions on a  common scale but to search for cor- 
relation between the estimated optimization  parameters and 
the most  common structural  and functional characteristics of 
proteins. 

Most of the known theoretical models for analysis of the elec- 
trostatics in proteins are mainly focused on molecular proper- 
ties such as  structural stability, dissociation characteristics, 
electrostatic field, and potential. The method used  in the present 
work gives the  opportunity  to estimate how optimal the geom- 
etry of the charge  constellation is for any given protein  struc- 
ture and provides a different measure for  the role of electrostatic 
interactions as a  factor in the folding process. 

One of the most  substantial criticisms against our results 
could arise from questioning the use  of a simplified macroscopic 
electrostatic  model based on a mean force field (in  view of the 
existing numerical  methods for  the solution of the  Poisson- 
Boltzmann  equation). We do not claim that  the obtained clas- 
sification is absolute, but the test of a variety of electrostatic 
potentials with  very different shapes shows that the results seem 
to be independent of the choice of the electrostatic model. An 
indirect  indication for this is the fact that  the observed correla- 
tion between the computed  optimization  parameters and  the 
functional  and  structural classes can be interpreted in terms of 
observable  properties  of the proteins. 

Methods 

Energy calculations 

The contribution of the acidic and basic side chains to  the free 
energy, A c e / ,  can be represented by: 

AG,/(R, pH, 1 , .  . .  ) = AGB,,(R, pH, 1 , .  . .  ) 

+ AG,,(R, pH, I , .  . .  ) 

+ AGei(R, pH, 1,. . .  ), (1) 

where R is the vector of the charge coordinates, and  the other 
arguments represent the physicochemical properties of the  pro- 
tein molecule and the  surrounding solution (pH, ionic strength, 
internal and external dielectric constants, etc.). Aceorn is the 
Born energy term of the individual charged group  and AG, is 
the contribution of the  interaction energy between charged 
groups and  other permanently charged atoms in the protein. 
In this work, the  attention is focused on  the term AG,, -the 
contribution of the electrostatic interaction between the charged 
groups. This term is a direct function of the specific  3-dimensional 
distribution of the charged groups, whereas AGBorn and AGpc 
are sums of the individual interaction energies of the residual 
charges with the environment.  The development of numerical 
techniques for  the solution of the Poisson-Boltzmann equation 
for macromolecules (Warwicker & Watson, 1982; Gilson et al., 
1987; You & Harvey, 1993), and  the use of Boltzmann statis- 
tics to describe the site protonation/deprotonation equilibrium 
(Bashford & Karplus, 1990; Yang  et al., 1993), as well as the mi- 
croscopic  description of the electrostatic  interactions (Warshel 
& Russell, 1984;  King et al., 1991;  Lee et al., 1993) demonstrate 
the recent  success  in the extremely  complicated problem of mod- 
eling electrostatic  properties and titration behavior of protein 
molecules. However, these techniques are inappropriate  for  the 
purposes of this study because the computational effort increases 
dramatically in a Monte Carlo experiment on a large  set  of struc- 
tures.  Therefore, it  is convenient to use a  more simple physical 
approach  to the  electrostatic  problem.  The  interaction energy 
between the charged groups was taken as: 

A G =  x Q i Q , w ( r i j )   ( i , j =  1 . . . . .  N G ) ,  (2) 
i j  

where w ( r j j )  is the potential  function of electrostatic interac- 
tion between the charges Q, and Qj separated by a distance r j j ,  
and NG is the  number of the charged groups.  The calculations 
were repeated using  several  types  of the uniform potential func- 
tion w (r,,) . Each of them was tested with and without the  cor- 
rection term  corresponding to  the static solvent accessibility, 
SA,, first  introduced by Shire et al. (1974): 

w ( r j j )  = Wmod(r j j ) . ( l  - SAij) (3) 

or 

w ( r i j )  = W m o d ( r i j ) ,  (3') 

where SAij represent the averages of the normalized static sol- 
vent accessibilities of the ionized groups (see Matthew et al., 
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1979). Wmod(rij) represents the concrete potential  function. 
Two classes of uniform potential  function are usually used for 
description of the electrostatic interactions in proteins. The first 
class represents potentials, used in models for analysis of pH- 
dependent  properties  of  proteins, and  are parameterized and 
tested on the basis of experimental titration data (Tanford & 
Roxby, 1972; Matthew et al., 1979; Spassov et al., 1989). The 
second class represents the electrostatic potential functions, de- 
fined and parameterized as part of the force field in different 
programs based on molecular mechanics and molecular dynamics 
methods  (AMBER, CHARM,  TRIPOS). Initially, the calcula- 
tions described in this work were performed using the semi- 
empirical potential function Wse(r,j), proposed by Spassov et al. 
(1989): 

where the values of the empirical parameters (a,  2.9 [A. kcal/ 
mol], az = 40.6 [A2.kcal/mol],  and a3 = 40.8 [A3  .kcal/mol]) 
were obtained by fitting  protein titration experiments. In addi- 
tion,  the following potential  functions were applied in order  to 
test the dependence of the results on  the type of the potential 
function: 

1 .  Kirkwood-Tanford (KT)  models  based on the analytical so- 
lution of the Poisson-Boltzmann  equation  (Kirkwood, 1934; 
Tanford & Kirkwood, 1957). In this case, the corresponding po- 
tential, WKT(r,j), may be represented as 3-parameter function: 

where R, is the radius of the protein molecule, the parameter 
d represents the postulated depth of the charges under the pro- 
tein surface, and Di (usually equal to 4) is the assumed internal 
dielectric constant. The explicit expression for WKT(rij) is  given 
in Tanford  and Kirkwood (1957). Three values of the  param- 
eter d were  used that give a different ratio of short-range to long- 
range interactions: d = 1 A (Tanford, 1957); d = 0.4 A (Tanford 
& Roxby, 1972); d = 0 A (Karshikov et al., 1989). 

2. Coulomb potential functions, most frequently used as part 
of the  force field in molecular mechanics: 

where K = 332  is chosen so that wmod is  in kcal/mol, the charge 
values in proton units, and  the distance rfJ in A. The  functions 
chosen from this class are  the  Coulomb potential, Wc(riJ)  = 
K / D . l / r f j   ( D  = const),  and Wdd = K/r$, a potential with 
distant-dependent dielectric constant ( D ( r i j )  = r iJ ) .  

3. Debye-Huckel potential: 

where K is the Debye length.  The Debye-Huckel potential  has 
recently been proposed as  the function that gives the best fit in 
the statistical analysis of the distance distribution of the charged 
residues in protein molecules, K = 22 A (Bryant & Lawrence, 

1991), and in the statistical “projection” method, K = 3.5 A 
(G.  Casary & A. Beyer, pers. comm.).  A  number of other po- 
tential  functions are described in the literature (see, for exam- 
ple, Warshel et al., 1984; Hingerty et al., 1985); however, for 
the  purpose of this study,  the selected potential functions, 
Wmod(r,,), cover a sufficiently large diversity of potential curve 
shapes. 

Monte Carlo simulations 

The computational scheme for estimating the degree of spatial 
optimization of charge-charge interactions in different protein 
structures in general follows the algorithm suggested and de- 
scribed in Spassov and Atanasov (1994). For each of thcinves- 
tigated proteins, the electrostatic energy term of the native 
structure, AG,,,not, is calculated by Equation 2 and Equation 3 
or 3’. The charges are defined as point charges with coordinates 
of the Nratoms  for lysines, and  the average coordinates of the 
carboxyl oxygens, N61 and  NE^, Nql and N72 atoms  for aspar- 
tic and glutamic  acids, histidines, and arginines, respectively. 
The standard set of charges, Qi ,  corresponds to neutral pH: 
values of - 1 for  the carboxyl groups, + 1 for lysines, arginines, 
and the terminal amino group,  and +1/2 for histidines. The va- 
lidity  of this charge assignment was tested for the native structure 
of each protein by the comparison of the calculated AG,i,na, 
with the value, AG,,(pH = 7), estimated for pH 7. The titration 
of the individual groups and the charge values at  pH 7 were cal- 
culated by means of the  method  proposed by Spassov et al. 
(1989). A small number of proteins show significant differences 
between AG,, and  AGei(pH = 7). These cases will  be discussed 
below  in this section. 

The second step consists of the generation of a large number 
of random  charge  constellations with the same type and num- 
ber  of charged groups. Each of them is randomly distributed on 
the protein surface. The SA calculations show no or only a small 
percentage of charged groups characterized by a zero accessi- 
bility to the solvent for all 141 native structures investigated. In 
accordance with this  result, the set of possible coordinates of 
the charges, R S ,  is defined by the centers of the protein atoms 
characterized by a  non-zero solvent accessibility calculated by 
the method of Lee and Richards (1971). The  peptide  backbone 
atoms, as well as the Cp atoms, were excluded from this set. For 
each of the investigated proteins, 1,000 nonequivalent random 
distributions, (Rmd, ;, i = 1, . . . , NR),  of the  coordinates of NG 
charges are extracted from the set of surface  atoms ( R S )  using 
an integer-number Monte Carlo algorithm (Spassov & Atana- 
sov, 1994). A similar approach was used by Barlow and Thorn- 
ton (1986) for analysis of charge asymmetry. The frequencies, 
f(AGei,rnd), of a random constellation in the intervals of AGei 
are very similar to the normal (Gaussian) distribution,  p(AC,,), 
indicating that Rmd,i is sufficiently large for a statistical inves- 
tigation. The electrostatic energy term for the individual random 
charge  distributions, AG,i,md, was calculated in the same way 
as Gei,nru, keeping the number, types, and SAi values of the 
charged groups  equal to those in the native protein,  but replac- 
ing the  coordinates with Rmd, ;. 

It is convenient to introduce a dimensionless statistical criterion 
for the  spatial  optimization of the electrostatic interactions that 
can provide an  opportunity  to compare the electrostatic prop- 
erties of proteins with different  numbers and types of charged 
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residues, different shape, surface area, etc., on a common scale. 
This criterion can be the probability,  Pup,, of generating a ran- 
dom charge  constellation with an energy lower than  the energy 
of the native  structure: 

AG;e;.nru 

p u p ,  = P(AGei,rnd AGei,n/u) = J-- P(AGei)dAGei, (7) 

where 

-(AG,,-(AG,,,,,,)) 
p(AGei )  = (a &)e 202  (7') 

where AGei is the electrostatic energy of the native structure, 
(AGei,rnd) = G;,,,,/NR  is the mean of the corresponding 
energies of NR  charge  distributions, and u is the  standard de- 
viation. The statistical criterion Pup, can be substituted by the 
alternative  optimization  parameter Sop,, 

s u p /  = (AGei,nm - (AGei,rnd))/u, (8) 

used in this study. A similar expression is commonly used  in sta- 
tistics to calculate probabilities in the case of Gaussian distri- 
butions and allows a  more  compact record of the results. The 
dimensionless parameter Sop, represents the degree of deviation 
of the electrostatic energy of the native structure from  that ex- 
pected if the electrostatic interactions do not take  part in the  sta- 
bilization of the folded structure  (i.e., if the coordinates of the 
charged groups are not related to the electrostatic interactions 
between them). For a given structure,  the more negative values 
of Sup, (or Pup/ + 0) indicate the better optimized charge-charge 
interactions. Thus,  for example, Sup, = 0 corresponds to Pup/ = 

to Pup/ = 0.01, etc. 
0 . 5 , S u p ~ ~ - l t ~ P u p , ~ 0 . 1 6 , S 0 p , ~ " 2 t ~ P u ~ , ~ 0 . 2 3 , S 0 p , ~ - 3  

Structural input data and selection 
of the representative protein set 

The protein structures used  in this study were extracted from  the 
PDB. The collection of crystallographic and NMR structures in 
the PDB (April 1993) contains about 800 files of 3-dimensional 
atomic coordinates of protein molecules. A preliminary selec- 
tion was made by excluding the structures with a  resolution of 
2 3  A and  the entries containing  only C, atoms  or with signif- 
icant incompleteness in the  atomic coordinates, as well as the 
model and  mutant structures. For the entries of protein  struc- 
tures with equal sequence but obtained at different  conditions 
by different authors, or at different  resolution, the representa- 
tive structures were  selected by the criteria of the most complete 
atomic coordinates and  the superior  resolution. 

For a small number of proteins, the use of the standard charge 
values at neutral pH was found  to be not valid. The values 
AG,i,ntu, computed with standard Qi, and AGei,n,,,(pH), esti- 
mated by the method given  in Spassov et al. (1989), differ es- 
sentially (more than 0.5 kcalhol) for these proteins.  This is an 
indication that some titratable residues are characterized by 
pK, values shifted from  the usual values, so, in terms of our 
study, these groups  cannot be treated as  standard charges. 

Therefore, some of the aspartic  proteinases  (endothiapepsin, 
penicillopepsin) and some proteins whose structure seems to be 
strongly dependent on binding of Ca2+ ions  (calmodulin, tro- 
ponin C ,  parvalbumin, and thermolysin) are excluded from the 
data set. These cases need more detailed analysis, which  is  in 
progress and will be described elsewhere. For the multisubunit 
proteins, the subunits with different  primary structure  are pre- 
sented as separate entries. On this basis, 139 items were  selected. 
In addition, the inactivated form of rubisco (RUBA in Table 1) 
and of T4 thioredoxin were included. The  coordinates were 
kindly provided by the  authors,  G. Schneider and H. Eklund, 
BMC, Uppsala, Sweden. This collection of 141 structures, listed 
in Table 1, is defined as extended set  RS1. This set contains rep- 
resentatives of almost  all known protein  structures that have 
nonidentical  primary  structure, however, with some degree of 
sequence homology. The  structures with known sequence sim- 
ilarity included in RS1 (e.g., the family of serine proteinases, 
globins, etc.) show, however,  essential differences in their charge 
constellation  (nonequal number of charged groups,  different 
abundance of ionizable groups of a given type,  different posi- 
tions, etc.). Thus, it  is a serious problem to construct  a repre- 
sentative set of proteins with minimal sequence homology. 
Boberg et al. (1992) have proposed an unbiased representative 
set of 103 proteins  obtained by sequence alignment of the  PDB 
structures with the GCG program GAP (Devereux et al., 1984), 
statistical  estimation of the significance of sequence similarity 
(Lipman et al., 1985), and  an original clustering algorithm. 
Eighty-four  proteins of 103 from  the unbiased set proposed by 
Boberg  et al. (1992)  coincide  with those selected  in RSl; the other 
19 entries, characterized by a  resolution of 2 3  A or by incom- 
plete atomic  coordinates, were not appropriate for this  study. 
Here we define these 84 structures as the representative set  RS2. 
RS2  is a subset  of RSl and the corresponding entries are marked 
by r in Table 1. Most of the results given below are represented 
independently for both sets RSl  and RS2,  given  in Table 1. Some 
minor differences in the primary  structure data  (the header se- 
quence records in PDB) are possible because of the poorly de- 
fined electron density maps.  The residues  with undefined 
side-chain atomic coordinates were considered as mobile and 
strongly exposed to the solvent, i.e., their averaged effect on  the 
electrostatic free energy terms is negligible. 

Classifcation of the protein structures 

For the purpose of the search for possible relationships between 
the electrostatic optimization  parameters and some common 
characteristics of the investigated proteins such as functional 
type or folding class, the representative sets were partitioned ac- 
cording to different criteria. It would certainly be interesting to 
compare the structures by more  concrete  functional  criteria. 
However, the recent PDB version does  not  contain  functional 
classes with a sufficiently large number of different  structures. 
Thus,  the dimensions of RSl  and RS2 (141 and 84 entries) do 
not allow us to  obtain good statistics by dividing the proteins 
into more than 2 or 3  groups of similarity. A most simple func- 
tional classification, satisfying the condition for a sufficient sta- 
tistical weight, is the division of the proteins into enzymes and 
proteins  without enzymatic function (in Table 1, marked  E or 
N, respectively). The second simple classification used in this 
work was made by considering proteins with and without disul- 
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fide bonds. The reason for this is to see  how the existence  of co- 
valent cross bridges as a structure-stabilizing factor relates to the 
efficiency of the electrostatic  interactions expressed by the pa- 
rameter s,,,,. This type of relationship has already been ob- 
served on a smaller set of 44 proteins (Spassov & Atanasov, 
1994). Here we check the validity of this observation by estimat- 
ing the frequencies of occurrence of proteins of both types in 
intervals of So,, for  both  the enlarged (RS1) and  the unbiased 
(RS2) sets. 

A technically more complicated problem is to classify the pro- 
tein structures on  the basis of their secondary or tertiary  struc- 
ture, i.e., by folding classes. According to  the most frequently 
used classification (Levitt & Chothia, 1976), the  proteins can be 
related to 3  secondary-structure classes: a-helical,  @-sheet, and 
mixed a@ type. The topological and 3-dimensional organization 
of the secondary-structural elements can be represented by dif- 
ferent types of @ sheets, e.g., a+@ or a/@ folding types (see 
Lesk, 1991). Boberg et al. (1992) have proposed  a rule for  the 
classification into folding types based on  the percentages of a 
and @ secondary-structural elements (see also Nakashima et al., 
1986): 

Folding  type = 

a: ( a  2 10'70, 6 < 10%) and a 2 20 

8: ( 6  2 IO%, a < 10%) and 6 5 2 a  

a+& a/8: ( a  and 6 2 10%) (9) 

or ( a  < IO%, 0 < IO%,  and a < 2 6 )  

or ( 6  2 IO%,  a < IO%, and 6 < 201). 

Although this rule is quite  suitable and accurate for  the objec- 
tive estimation of the type of protein  architecture, we have de- 
fined a similar but  more simple rule: 

a: a > 10% and a/@ > 2 

Folding  type = 0: > 10% and p / a  > 2 (10) 

ab:  CY+^ > 20% and 0.5 < a/P < 2. 

The  latter  criteria allow us to distinguish between the structure 
classes of "dominant" a or @ type in a  more flexible way. For 
some of the a@ structures assigned by Equation 9, Equation 10 
gives a or @ if the ratio of the corresponding percentages is 
more then 2, even if both a and @ are greater than  the 10% limit. 
A  computer  program was developed for assignment of regions 
of specific secondary structure and  for  the calculation of the 
corresponding a! or @ percentages. The  input  data  for this pro- 
gram are  the peptide  backbone  dihedral angles. Residues with 
(-180" 5 I#J 5 0", 0" 5 1+5 5 180") are assigned to type @ and 
(-180" 5 I#J 5 O", -180" 5 I+5 5 0") to type a.  The residues with 
(6, $) values corresponding to  the  other 2 quadrants of the 
Ramachandran plot are assumed to participate in segments 
of irregular structure. We use the following definition  for 
secondary-structure regions: regular a-helix or  @-strand, if 4 
or more  subsequent residues are in type a or 0; if otherwise, 
an irregular structure is assumed.  The percentages of both a 
and @ structures  computed by our algorithm and  Equation 9 
are systematically higher in comparison to those  obtained by 
Kabsch and Sander (1983), where the criteria were based on the 
H-bonding network and chirality of the peptide chain. However, 

V I  2. Spassov et al. 

we obtain almost identical secondary-structure assignments as 
obtained by Boberg et al. (1992) and shown for  the set  RS2  in 
Table 2. 
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