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Abstract 

A long sought goal in the physical chemistry of macromolecular  structure,  and  one directly relevant to  understand- 
ing the  molecular basis of biological recognition, is predicting  the  geometry  of  bimolecular complexes from  the 
geometries of their free monomers. Even when the  monomers  remain relatively unchanged by complex  forma- 
tion, prediction  has been difficult  because the  free energies of alternative  conformations of the complex  have been 
difficult  to  evaluate  quickly  and  accurately.  This  has  forced  the use of  incomplete  target  functions, which  typi- 
cally do  no better  than  to  provide tens of possible  complexes  with no way of choosing between them.  Here we 
present a  general  framework  for  empirical  free energy evaluation  and  report  calculations, based on a relatively 
complete  and easily executable free energy function,  that indicate that  the  structures of complexes  can be predicted 
accurately  from  the  structures  of  monomers,  including close sequence  homologues.  The  calculations  also suggest 
that  the  binding  free energies  themselves  may be predicted with reasonable  accuracy.  The  method is compared 
to an alternative  formulation  that  has  also been applied recently to  the  same  data  set. Both approaches  promise 
to open new opportunities in macromolecular design and specificity modification. 

Keywords: desolvation  free  energy;  electrostatic  interaction  energy; rigid body docking; side-chain conformational 
search 

Understanding biological function at its most fundamental level, 
and  manipulating it for  therapeutic  purposes,  requires  under- 
standing  the molecular basis of  specificity. The critical determi- 
nant of true  understanding is the ability to make  quantitative 
predictions. In  the case of molecular recognition, this means  pre- 
dicting  the  geometry of a  complex  from  the  free  structures of 
its constituents. 

Even when conformations  remain relatively unperturbed by 
reaction,  thereby  restricting  the  search  for  potential  molecular 
complexes  to a manageable size,  achieving the  goal  of  true  pre- 
diction  has  proved elusive. Rigid body  docking  algorithms 
(Cherfils et al., 1991; Jiang & Kim, 1991; Shoichet & Kuntz, 
1991; Bacon & Moult, 1992; Stoddard & Koshland, 1992; Walls 
& Sternberg, 1992; Helmer-Citterich & Tramontano, 1994; Jud- 
son et al., 1995) permit  exploration of the  orientations of a li- 
gand in a  receptor  combining  site,  and effectively select those 
relatively few that meet prespecified criteria- including surface 
complementarity,  interaction  energy,  and  hydrophobic  surface 
burial. 

As shown by Shoichet  and  Kuntz  (1991),  the  methods  go  far 
toward reducing hundreds of thousands of possibilities to tens 
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of possibilities, one  of which is usually  within 1-2 A of the  ob- 
served structure.  However, even when the  free molecules are 
chemically identical to  those in the complex and their conforma- 
tions  differ  only slightly (for example,  independently crystallized 
structures),  the differences  within the final set of indistinguish- 
able  structures  sometimes exceed 10 A ,  and almost always exceed 
5 A (Cherfils  et al., 1991; Jiang & Kim, 1991; Shoichet & Kuntz, 
1991; Bacon & Moult, 1992). The  problem becomes even more 
severe for  the  more general and  more  frequently  arising  situa- 
tion of  predicting a  complex when only  the  homologues of the 
reactants  are  available  crystallographically,  rather  than  the re- 
actants themselves. 

The  difficulty reflects the  limitations of incomplete  target 
functions. However,  evaluating the ideal target function, viz the 
binding  free  energy, using standard  methods such as free energy 
perturbation or thermodynamic  integration, is computationally 
far  too  demanding  for  docking. 

An alternative is to  evaluate  the  binding  free energy empiri- 
cally. Depending  on  the  method of treating  solvation,  there 
are  two  main  approaches  to  empirical  free energy evaluation. 
The  most direct  way to  obtain  the  electrostatic  contributions  to 
the solvation  free  energy is by solving Poisson’s equation (or the 
Poisson-Boltzmann  equation if free  ions  are included). The  to- 
tal  free energy change is then  obtained by evaluating  the desol- 
vation  entropy  gain  empirically.  This  electrostatic  free energy 
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(EFE) approach,  introduced by Smith  and  Honig (1994), has 
been used by Zachary  and  Tidor (1994) for calculating the electro- 
static  contribution  of salt  bridges to  the  free energy of  folding, 
and has been extended recently to  the analysis of protein-protein 
interactions by Jackson  and  Sternberg (1995), who  applied  the 
method  to  the  docked  conformations generated by Shoichet and 
Kuntz (1991) using three  different  protease-protein  inhibitor 
systems. 

An  alternative, which is rapid  enough to be generally useful, 
relates solvation  free energy to solvent-accessible surface  areas 
or hydration shell volumes through  atomic solvation parameters 
(Chothia & Janin, 1975; Eisenberg & Mclachlan, 1986; Ooi 
et al., 1987; Colonna-Cesari & Sander, 1990; Cramer & Truh- 
lar, 1992; Wesson & Eisenberg, 1992; Stouten et al., 1993). In 
this  case, the  empirical  procedure  takes  account of not  just sur- 
face area  (entropy), but of the types of atomic  groups (enthalpy) 
on the  surface.  Atomic  solvation  parameter  (ASP) models  have 
been incorporated  into  various  empirical  free energy functions 
(Novotny et al., 1989; Wilson et al., 1991; Horton & Lewis, 
1992; Wesson & Eisenberg, 1992; Murphy et al., 1993; Vajda 
et al., 1994). We recently evaluated this method  on several data 
sets,  including  endopeptidase-inhibitor  complexes,  and  found 
i t  to be reasonably  accurate  (Vajda et al., 1994). 

In this paper, we apply  an  ASP-based  binding  free energy 
function  to the three protease-protein  inhibitor  complexes stud- 
ied by Shoichet  and  Kuntz (1991) and  Jackson  and  Sternberg 
(1995). Both target functions, their formal differences not with- 
standing, successfully discriminate between correct  and  incor- 
rect complex  conformations.  However,  the  ASP  method is 
substantially  faster,  and yields better agreement with the exper- 
imentally  determined  binding free  energies. We also  show  that 
a  conformational search  applied to  the  important residues in the 
binding region further  improves  the  results. I f  the  free  mono- 
mers  are used in docking,  the lowest free energy is attained  on 
complexes  that  are  within 1-2 A all-atom  RMS  deviation 
(RMSD)  from  the  crystallographically  observed  complex.  This 
finding suggests that  an effective docking  algorithm  can be ob- 
tained by rapid rigid body  docking with a  conventional  scoring 
function  such  as  surface  complementarity (Shoichet & Kuntz, 
1991) to  generate  a  small  number of candidates, followed by a 
side-chain  search and free  energy evaluations  to distinguish be- 
tween them. 

Empirical free energy  evaluation  principles 

The  free energy change  accompanying  complex  formation is 
conveniently  divided  into  two  components:  one  dependent  on 
environment  and  conformation (AGL,ar); the  other-to  a  good 
first approximation-  independent of both (AG,, , , , ) .  AG,.,,,, 
consists  of rigid body  translational  and  rotational  free energies, 
including  the necessary dilution of the  number  of  independent 
molecules (the so-called cratic  term) resulting from complex for- 
mation. It is roughly a  constant  for  different protein  complexes, 
with  estimates in the  range  of 7-15 kcal/mol  (Page & Jenks, 
1971; Erickson, 1989; Finkelstein & Janin, 1989; Tidor & Kar- 
plus, 1994). We have set its  value at  9  kcal/mol  (Novotny et al., 
1989;  Vajda et al., 1994), regardless of  data  set,  although  the 
precise  value is inconsequential  for  docking. AG,,,, referred to 
as the  potential of mean  force by Jackson  and  Sternberg (1995), 
contains  everything else, including  desolvation  and  conforma- 
tional  free energy changes  (only  side-chain  entropies  if,  apart 

from possible  side-chain movements,  the molecules are  consid- 
ered rigid). 

The  desolvation  component  of AG,,, is composed  of  the en- 
ergy change  associated with changes in the  environment of at- 
oms  in  the vicinity of  the  contact  area  of  the  complex,  and  the 
entropy  change in water.  The  first  of these  generally has  both 
van  der Waals and  electrostatic  components.  However,  the re- 
ceptor and ligand are assumed to bind and  adjust  to  one  another 
in a way that keeps van  der Waals contacts relatively invariant; 
i.e., van der Waals contacts lost to  water  are  supposed  to be 
compensated by van der Waals contacts between the  proteins 
(Adamson, 1976; Novotny  et  al., 1989; Nicholls et  al., 1991; 
Krystek  et al., 1993). The  energetic  part of AG,,, is then en- 
tirely electrostatic. If we denote by AS, and ASc as the  entropy 
changes  due  to  desolvation  (favorable)  and side-chain  restric- 
tions  (unfavorable)  accompanying  binding, respectively, AG,,, 
is given by 

AG,.,, = E" + A E r  + AE' - TAS, - TAS, ,  (1) 

where all energy terms have only electrostatic contributions; E'' 
is the  interaction energy between receptor and  ligand;  and A E r  
and AE' denote  the  internal energy changes  of  receptor  and li- 
gand  upon  complex  formation. 

The  electrostatic  contribution of the free  ligand can be writ- 
ten as  the  sum of two  components:  a direct term, which is the 
sum  of  Coulombic  interactions between each  charge  pair;  and 
indirect terms  arising from a  reaction field caused by polariza- 
tion of  water  near the  surface. As an  example, consider two  op- 
posite  charges  at fixed position,  separated by r ,  interior  to  a 
sphere (e.g., the ligand) of radius a and dielectric e P ,  embedded 
in a dielectric, e,,, (water). Let I9 be the  angle  subtended by the 
charges  at  the  center  of  the  sphere,  and let r ,  and rz be  the dis- 
tances  from  the  center.  Then  (Tanford & Kirkwood, 1957): 

The second term  (the  infinite  sum)  captures  the effect of envi- 
ronmental heterogeneity (the dielectric difference between pro- 
tein and water). It is generally dependent  on geometry and is the 
physical  basis for  the  electrostatic  contribution  to  desolvation. 

I f  the ligand and  receptor  do  not  change  conformation  on 
binding, their  direct electrostatic  terms  cancel.  Equation 1 then 
becomes 

AG,,,.  = E&/ + E,? + AE: + AE; - TAS, - TAS,., (3) 

where  the  subscripts i refer to  the energies associated with the 
induced (i.e., reaction) field, and d denotes  the direct Coulomb 
interaction. The  four central terms  on  the right represent the free 
energy  change  due  to  desolvation, AG,: 

AG, = E;/ + AE; + AE! - TAS, .  

Equation  3 can then be written as 
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The  EFE  approach calculates all the energy terms in Equation  3 
by solving  Poisson's equation  (Jackson & Sternberg, 1995) for 
a  protein  treated  as a low  dielectric continuum ( e p  = 2) with 
discrete  atomic  charges,  embedded in a high  dielectric  solvent 
( e w  = 80). In effect, it is a more realistic  version of  the  Kirkwood 
model  (Equation 2),  where the  protein  sphere is replaced by i t  
actual  surface, a change  that necessitates abandoning  an  ana- 
lytic solution. Recently, Abagyan  and  Totrov (1994) reported 
a  fast  method  to  obtain  the  approximate  solution of the elec- 
trostatic  free  energy. 

A  term  proportional  to  the  difference between the  solvent- 
accessible surface  areas (Smith & Honig, 1994), or the  molecu- 
lar  surface  areas  (Jackson & Sternberg, 1995), of the  complex 
and  the  free molecules is used to  approximate TAS,.  Jackson 
and  Sternberg (1995) use  an  empirical scale for  the  calculation 
of  side-chain  entropy  (Pickett & Sternberg, 1993), but  they as- 
sume  that  the  side-chain  entropy loss upon  association is off- 
set by more  favorable van der Waals interactions,  and d o  not 
include  this  term in AG,,,. 

The  ASP  method calculates the  desolvation  free energy AG, 
in Equation 5 from  the  difference of the  transfer  free energies 
of  complex (AG;;), receptor (AG;,), and ligand (AG,!,): 

AG, = AGC- AG;, - AGL. (6) 

The  transfer free  energies are  obtained by a linear combination 
of the solvent-accessible areas weighted by ASPs,  and  the  ASPs 
are derived from  the  experimental  free energies of  transferring 
individual  amino  acids  from  octanol or hydrocarbon  to  water 
(Vajda et al., 1995). In  this way, the  ASP  method  incorporates 
both energy and  entropy  contributions of AG, into  a single sur- 
face  area  term. 

Results 

In order  to be as explicit as possible about  the  connection with 
previous methods, we  will focus  on  the three systems (Table 1A) 
analyzed by Shoichet and  Kuntz (1991) and  Jackson  and  Stern- 
berg (1995): subtilisin complexed with a  chymotrypsin  inhibi- 
tor;  chymotrypsin  complexed with ovomucoid  third  domain; 
and trypsin  complexed with bovine pancreatic trypsin inhibitor. 
The  binding  free energies (Vincent & Lazdunski, 1972; Svend- 
sen et al., 1980; Bigler et al., 1993) and  the crystal structures  are 
available for each system, The  structure of each  complex is calcu- 
lated either using the complexed conformers  (bound  conformer 
docking),  or  the  isolated  monomers  or  their close homologues 
(free  conformer  docking). 

Recovering the crystal complex using bound conformers 

For bound  conformer  docking,  8 of 15 structures have an all- 
atom  RMSD within 1 A of  the  observed  structures,  and  none 
exceed 3.3 A (Table  IA).  The  free energies of  the observed sub- 
tilisin/chymotrypsin  inhibitor  complex  and  the  four  structures 
that  are within  0.29 A of it,  calculated  according  to  Equation 
5 ,  range between -15.3  and  -15.8  kcal/mol, with the  crystal 
structure having a free energy  of - 15.6 kcal/mol (Svendsen et al., 
1980). This is to  be  compared  to  the  free energies of the  two 
structures having RMSDs  of 3.1 and 3.3 A, which are -12.5 and 
-12.0 kcal/mol, respectively.  Similar  results are  obtained  for 
the  chymotrypsin/ovomucoid  and  the  trypsin/BPTI complexes. 

Z. Weng et al. 

Some perspective on  the  magnitude of the binding  free energy 
differences between various  docked  conformations  can be ob- 
tained by comparing  the differences of measured and calculated 
binding  free energies. These  are -15.W-15.6 for  the  subti- 
lisin/chymotrypsin  inhibitor; - l4.4/- 14.5 for  chymotryp- 
sin/ovomucoid  inhibitor  and - 18.1/- 17.2 for  trypsidtrypsin 
inhibitor.  The first two results are atypically accurate;  more gen- 
erally, errors of  approximately 5 %  can be expected (Vajda et al., 
1994). Therefore,  the  3 kcal/mol  difference between the low and 
high RMSD  structures  appears  to be within the resolving power 
of  the free energy function, whereas the 0.2 kcal/mol  difference 
between the lowest free energy structure  and  the  crystal  struc- 
ture is not. 

Although  the  correlation between  free  energy and RMSD 
is expected to be imperfect-in  part  due  to  inaccuracies in the 
function  and in part  due  to  the  ruggedness of the free  energy 
landscape - there is no  difficulty using  free  energy to select the 
observed  structure, or a  structure  that is within a few tenths of 
an A from it (Figs. 1, 2, 3). 

Recovering the crystal complex using free conformers 

Side-chain con formations held fixed 
The  more general and  more difficult  problem is to predict the 

structure of a  complex,  starting with the observed structures of 
free  monomers.  Whereas  the results in Table  IA were obtained 
by docking  structures identical to  those in the  crystal  complex, 
we now  consider monomeric  starting  structures  that differ from 
their structure in the complex (Table 1B). The difference is present 
even when the free monomers  are identical chemically (i.e., have 
identical sequences) to  those in the  complex, because the  struc- 
tures of  their surface side chains in the  contact region will gen- 
erally be perturbed by reaction.  The  trypsin/BPTI  inhibitor 
system  falls into  this  category, viz the crystallized monomeric 
molecules are  identical chemically to the molecules in the crys- 

x" I 
-15b 

-20' I 
2 4 6 8 10  12 

RMSD vs Bound Crystal 

Fig. 1. Binding  free  energies  calculated for  the  docked  conformations 
of subtilisinkhyrnotrypsin  inhibitor  complex,  plotted against the RMSD. 
Free  energies are in k c a l h o l   a n d  RMSDs are in A and  represent  the 
docked  conformations  using  bound  and free conformers,  respectively. 
Binding  free  energies  are  calculated by Equation 5. 
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Table 1. Calculated free energies" for docked  protein complexes 
~~ ~- 

Chymotrypsin/ovomucoid  CHOIOVO 

Trypsin/BPTI  2PTC/PTI 

B. Unbound 
Substilin/chymotrypsin-inhibitor 1SBC12C12 

Trypsin/BPTI  2PTN/4PTI 

~~~~~~ ~~~~~~ 

~~ 

. ~~~~~ _ _ _ _ _ _ _ ~ ~  ~ 

Structures R M S D ~  ( A )  

A. Bound 
~ ~ _ _ _  ~~ 

~ ~ _ _ ~  

Substilin/chymotrypsin-inhibitor SNI/CI 0.0 
0.14 
0.17 
0.20 
0.29 
3.13 
3.29 
0.0 
0.72 
1.17 
1.18 
2.44 
0.0 
0.29 
0.58 
0.95 
I .40 
3.10 

1.13 
I .28 
1.32 
I .44 
I .71 
I .90 
2.18 

10.20 
10.88 

Chymotrypsidovomucoid  5CHA/2OVO 1.55 
1.73 
1.70 
1.87 
2.09 
2.31 
2.69 
4.33 
7.98 

18.10 
1.73 
1.78 
1 .X5 
2.66 
4.65 
9.30 

19.31 
21.09 

~- 

a In  kcal/mol. 

~ ~ _ _  
~~ ~ 

E :;' 

-15.5 
-13.9 
-14.2 
-13.8 
-14.6 
- 10.4 
- 10.0 
-17.6 
-14.3 
-14.3 
-13.6 
-13.8 
-22.1 
-22.4 
-22.7 
-21.5 
-22.2 
-20.7 

-7.7 
-3.2 
-3.4 
-4.3 
-7.8 
-8.0 
-9.4 

3.5 
0.3 

-7.7 
-9.9 
-8.2 

-10.3 
-8.8 
-7.3 
-4.0 
- 10.4 

-5.4 
5.8 

-16.7 
-22.0 
-15.4 
-22.8 
-5.3 

-18.7 
-18.7 
-13.6 
~~~ ~~~ 

AG, 

-30.6 
-31.3 
-31.6 
-31.3 
-31.4 
-32.6 
-32.9 
-25.4 
-24.9 
-24. I 
-24.0 
-27.5 
-19.4 
-19.3 
-19.3 
-18.5 
-18.5 
-18.6 

-27.0 
-25.8 
-26.0 
-26.0 
-26.2 
-26.5 
-27.1 
-28. I 
-28.5 
-26.5 
-27.2 
-26.7 
-25.5 
-25.8 
-21.7 
-29.5 
-27.0 
-24.0 
-27.7 
-15.7 
-17.0 
-16.5 
-17.4 
-15.1 
-23.6 
-23.7 
-22.7 

~~ ~~ 

~~~~ 

- TAS, 

21.5 
20.9 
21.1 
20.8 
21.2 
21.6 
21.9 
19.5 
18.6 
18.3 
18.2 
20.2 
17.1 
16.9 
16.9 
16.5 
16.5 
16.3 

16.0 
15.5 
15.6 
15.5 
14.9 
14.6 
15.7 
20.2 
23.4 
17.9 
18.6 
18.4 
18.2 
18.3 
18.9 
19.9 
19.9 
18.5 
19.8 
16.1 
16.3 
16.3 
17.1 
16.3 
21.4 
21.4 
19.7 

~ ~~ - 

RMSD of the  docked  inhibitor  structures  from  the  inhibitor  structure in the  crystal  complex. 

~~~~ ~ 

AGw/ 

-15.6 
-15.4 
-15.6 
-15.3 
-15.8 
-12.5 
-12.0 
-14.5 
- 1  1.5 
-11.2 
-10.3 
-12.1 
-17.2 
-15.7 
-16.1 
-14.5 
-15.2 
-14.0 

-9.7 
-4.5 
-4.8 
-5.8 

-10.1 
- 10.8 
-11.8 

4.5 
4.2 

-7.3 
-9.4 
-7.4 
-8.5 
-7.3 
-7.2 
-4.6 
-8.5 
-1.9 

6.9 
-7.3 

-13.6 
-6.6 

-14.1 
4.9 

-11.9 
-11.9 

-7.5 

tallized complex,  but we nevertheless  expect structural  differ- positions (T33S, S99D, S103Q, A129P, S156E, L217Y), all of 
ences due  to reaction. For the chymotrypsin/ovomucoid  system, which are in the  binding  site. 
silver  pheasant  ovomucoid (20VO) is used  as a model  for These caveats not withstanding, among the 27 candidate  com- 
unbound  turkey  ovomucoid  third  domain,  and residue  Leu 18 plexes generated by Shoichet and Kuntz (1991), 13 have  all-atom 
is replaced by Met; whereas for  the  subtilisinkhymotrypsin in- RMSDs within 2 A of  the  crystal  (Table 1B). Among  this  same 
hibitor  system,  the  monomeric  subtilisin  Carlsberg (ISBC) dif- set, however, are seven complexes that have an RMSD in excess 
fers  from  the  complexed  form  (subtilisin  novo SNI) at six of 5 A, and six that  have  an RMSD in excess of I O  A. Free en- 



618 Z .  Weng et al. 
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ChymotrypsidOvomucoid 
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'1 

-15L 
0 2 4  6 8 10 12 14 16 18 20 

RMSD vs Bound  Crystal 

Fig. 2. Same  as  Figure 1, for chymotrypsin/ovomucoid third domain 
complex. 

ergy assignments differentiate this group with encouraging pre- 
cision. The two outlying subtilisin/chymotrypsin complexes  have 
free energies that  are 16.0 and 16.3 kcal/mol above the mini- 
mum free energy structure;  the two chymotrypsin/ovomucoid 
outliers have free energies  7.5 and 16.3 kcal/mol above the min- 
imum,  and  the three trypsin/BPTI outliers have free energies 
of 2.2, 2.2, and  6.6 kcal/mol above the minimum (Table 1B; 
Figs. 1, 2, 3). The lowest free energy structures have all-atom 
RMSDs of 2.2, 1.7, and 2.7 A from  the observed complex, and 
their free energies are 3.8, 5.1, and 3.1 kcal/mol higher. These 
results are obtained without correction for side-chain confor- 
mational changes. 

Side-chain con formations searched 
As a first approach to relaxing the rigid body approximation, 

we exhaustively searched those inhibitor side chains with a large 
fraction  of their surface  areas  buried  (Table 2) using the CON- 

5 " 1  

TrypsinBPTI 

GEN  algorithm (Bruccoleri & Novotny, 1992). The 10  lowest 
CHARMm energy structures were retained and ranked accord- 
ing to their free energy. For  the chymotrypsin/ovomucoid sys- 
tem, we mutated Met 18 of ovomucoid  to Leu during  the 
side-chain search, in order  to  obtain a  more reliable compari- 
son with the crystal complex. The six positions of subtilisin were 
left unchanged because  of  technical difficulties with a CONGEN 
side-chain search when docked residues are mutated to larger 
size. A viable alternative would be to mutate  prior to docking. 
However, in order  to compare the results with those of Jack- 
son and Sternberg (1995), apart from adjusting some side chains, 
we retain the complex conformations generated by Shoichet and 
Kuntz (1991). 

For  the  subtilisin/chymotrypsin  inhibitor (1SBC/2CI2) sys- 
tem, improvements are seen for residues Thr 58 and Met 59 (Ta- 
ble 2; Fig.  4). The average improvement for the RMSD of Met 59, 
using all but the 10.20-A and 10.93-A structures, is from 3.8 A 
to 1.3 A. For the chymotrypsin/ovomucoid (5CHA/20VO) sys- 
tem, the RMSDs for Asn  36 degrade slightly,  whereas for Tyr 20 
and Arg 21, they remain about  the same. Improvements can be 
seen for Thr 17 and Met 18 (Fig. 5) .  For Met 18, the RMSD  be- 
fore  the CONGEN search is not shown because the correspond- 
ing residue in bound  structure is Leu,  but  it is mutated back to 
Leu during the side-chain search and the average RMSD of Leu 
after  the search is  1.5 A for  the low RMSD structures. 

For trypsin/BPTl  (2PTN/4PTI) (the only system for which 
the  bound and free crystal structures are chemically identical), 
the improvement after the side-chain search is drafnatic. For the 
low  RMSD structures (1.73, 1.78, 1.85, and 2.66 A RMSDs) the 
RMSD for Lys  15 decreases from  an average 2.4 A to 0.6 A 

- 1 5 i  

Fig. 4. Results of side-chain  conformational  search for residues  Ile 56, 
Thr 58, Met 59, and Glu 60 of chymotrypsin  inhibitor  complexed  with 
subtilisin. Only Ca traces  and  residues  Ile 56, Thr 58, Met 59, Glu 60 
are shown. The  structures  are color-coded as follows: red,  lowest  bind- 

RMSD vs Bound  Ctystal ing  free  energy  structure  without  side-chain  search;  white,  lowest  bind- 
ing  free  energy  structure  with  side-chain  search; yellow, inhibitor  in  the 

-20 
0 10 15 20 ?5 

Fig. 3. Same as  Figure I ,  for trypsin/BPTI complex. X-ray  structure of the complex. 
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Table 2. Residues subjected to side chain  search 

Structure" RMSD (A) 
___ 

" ~ _ _ _ _ _ _ _ _ ~  ~~ 

Residueb 

I SBC 
2CI2 

5CHA 
20v0 

1.13 
1.28 
1.32 
0.44 
1.71 
1.90 
2.18 
10.20 
10.93 

1.55 
1.73 
I .70 
I .87 
2.09 
2.31 
2.69 
4.33 
7.98 
18.10 

I .73 
I .78 
1.85 

2PTN 2.66 
4PTI 4.65 

19.30 
19.31 
21.09 

~ ~~~ ~~~~ ~ ~~ 

~ ___ -~ ~~~~ 

~~ ~ _ _ _ ~ -  _ _ _ ~ ~  ~~~ ~ ~~ ___ 

a PDB code. 
Single-letter  amino  acid  codes.  The  first  number in the  parenthesis is the  percentage of the  buried  side-chain sur- 

face  area.  The  reference  side-chain  surface  areas  are: I 104.8  A';  T81.3 A 2 ;  M 119.6 A'; E 118.5 A'; R 162.4 A'; N 91.2 
I \ ;  K 130.5 A'; Y 141.6 A'. When  the  buried  side-chain  area is greater  than or equal to the  reference area,  the percent- 
age is considered  to be 100 in the  Table.  The  reference  side-chain  areas  are  calculated  from  the  average of different  side- 
chain  conformations  in  the  crystal  struvctures of proteins.  The  second  and  the  third  numbers  in  the  parentheses  are  the 
side-chain R M S D  before  and  after  the CONGEN side-chain  search. 

'The R M S D  of these  three  residues  are  compared  to Lysl5, as  explained  in  the  text. 

(Fig. 6); for Arg 39 decreases from  an  average 2.7 A to  1.4  A; 
and  for  Arg 17 decreases  from  an  average 4.4 A to  2.1 A. For 
the very distant  structures (19.30,  19.31,  21.09 A RMSDs), a 
side-chain  search is not  meaningful;  e.g.,  these  structures  have 
Lys 26 placed  where Lys 15 should  be, in an entirely incorrect 
location. 

The  structural  improvements  are  apparent  from Figures 4, 5 ,  
and 6, and  are reflected  in the  an  improved  correlation between 
binding  free  energy  and RMSD (Figs. 7, 8, 9). Taken collec- 
tively, the free energies  and RMSDs for  the lowest free energy 
structures decrease after side-chain relaxation  (compare Tables 1B 
and 3;  Table 4). For the  subtilisin/chymotrypsin  inhibitor sys- 
tem,  the  correlation coefficient  between free energy and RMSD 
is improved  from 0.84 (Fig. 1) to  0.9 (Fig. 7). For  the  chymo- 
trypsin/ovomucoid  system,  the  correlation  coefficient is im- 
proved from 0.96 (Fig. 2) to 0.97 (Fig. 8). For  the  trypsin/BPTI 
system, the free energy versus RMSD plot  improves  substantially 
with the  three  most  distant  structures having  higher free  ener- 
gies than  any of the  four closest structures  (compare Figs. 3 and 
9). The 4.65-A RMSD structure, which  still has positive bind- 

ing free  energy, is actually  a very distinct structure because it fits 
Arg 17 instead of Lys 15 in the  crystal  inhibitor  into  the SI 
packet  of  the  receptor.  Without  taking  this  structure  into  ac- 
count,  the  correlation  coefficient  between  free  energy  and 
RMSD is improved  from 0.42 (Fig. 3) to 0.94 (Fig. 9). 

Discussion 

Docking with an ASP-based  free energy target 

For the protease-protein inhibitor systems considered in this  pa- 
per,  the rigid body  docking  procedure  of  Shoichet  and  Kuntz 
(1991) successfully  limits the  number of potentially  acceptable 
complex  conformations  to fewer than 10, at least one  of which 
is within 2 A of  the  observed  crystal  structure.  However,  mem- 
bers  of  the  final set show  substantial  structural  variability,  and 
are  indistinguishable by the selection criteria used by Shoichet 
and  Kuntz (1991). 

The results presented here indicate that a free energy function, 
which is evaluated  rapidly, splits the degeneracy and can clearly 
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Table 3. Calculated free energiesa for structures  after CONGEN side-chain  search 

Structures R M S D ~  (A) E 2  W S  - TAS, AG,/ 

Subtilisin/chymotrypsin-inhibitor 
1SBC/2CI2 

Chymotrypsin/ovomucoid 
5CHA/20VO 

TrypsinIBPTI 2PTNI4PTI 

1.13 
1.28 
1.32 
1.44 
1.71 
1.90 
2.18 

10.20 
10.88 

1.55 
1.73 
1.70 
I .87 
2.09 
2.31 
2.69 
4.33 
7.98 

18.10 

1.73 
1.78 
I .85 
2.66 
4.65 

19.30 
19.31 
21 .oo 

-9.9 
-7.3 
-8.3 
-6.8 
-9.0 
-7.8 

-10.1 
0.3 

-4.7 

-12.2 
-12.0 
-12.0 
-11.6 
-10.6 
-11.4 
-8.0 
-6.9 
-6.0 

5.8 

-17.8 
-22.1 
-22.0 
-20.7 

-8.3 
- 16.2 
-16.1 
-13.0 

-28.0 
-25.8 
-25.4 
-26.5 
-26.4 
-27.2 
-27.0 
-28.2 
-29.2 

-25.7 
-26.2 
-26. I 
-25.2 
-25.4 
-26.5 
-28.0 
-28.5 
-25.9 
-27.5 

-20.5 
-18.6 
-18.6 
-18.7 
-15.2 
-23.4 
-23.4 
-22.9 

16.9 
15.5 
15.7 
15.6 
14.9 
15.6 
16.2 
21.2 
23.9 

17.1 
18.1 
17.5 
17.9 
17.6 
18.1 
18.7 
18.5 
16.6 
19.1 

16.9 
16.7 
16.9 
17.7 
16.7 
21.7 
21.8 
19.3 

-12.0 
-8.6 
-9.0 
-8.7 

-11.5 
-10.4 
-11.9 

2.5 
-1.0 

-12.0 
-11.1 
-11.6 
-10.0 
-9.4 

-10.8 
-8.4 
-8.0 
-6.2 

6.4 

-12.4 
-15.0 
-14.6 
-12.8 

2.2 
-8.9 
-8.7 
-7.6 

~~~ -~ ~~ 

:' In  kcal/mol. 
RMSD of the docked inhibitor  structures from the  inhibitor  structure in the crystal complex. 

Fig. 5. Results of side-chain conformational search for residues Thr 17, Fig. 6.  Results of side-chain conformational search for residues  Lys 15, 
Ile(Met) 18, Tyr 20, and Arg 21 of ovomucoid third domain complexed Arg 17, and Ile 18 of BPTl complexed with trypsin. Only Ca traces and 
with chymotrypsin. Only C a  traces and residues Thr 17, Ile(Met) 18, residues Lys 15, Arg 17, Ile 18 are shown. Color coding is the same as 
Tyr 20, Arg 21 are shown. Color  coding is the same as in Figure 4. in Figure 4. 
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TrypsmBPTI; After CONGEN Search 
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Fig. 7 .  Same  as  Figure I after  side-chain  conformational  search. 
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identify  the complexes that  are  reasonably close to  the  X-ray 
structure.  There is an  almost linear relationship between bind- 
ing free  energy  and  RMSD if  the  bound  conformations of the 
monomers  are used in docking.  Although  the use of free  mono- 
mer conformations weakens the free energy-RMSD correlation, 
by adjusting  some side-chains in the  contact  region,  the  free  en- 
ergy minima  are  attained  on  conformations  that  deviate  from 
the  crystal  structures by 1.13, 1.55, and 1.78 A for subtilisin/chy- 
motrypsin  inhibitor,  chymotrypsin/ovomucoid,  and  tryp- 
sin/BPTI, respectively. Furthermore, the  calculated free energies 
of the crystal structures  are within 5% of  the  measured free  en- 
ergies. The  latter  observation indicates that, in the case of rigid 
proteins,  the free energy function is accurate  and  probably  does 
not limit the reliability of the  calculation. 

A further indication that the free energy function is not limiting 
is the  relationship between the  free energy  of the predicted (i.e., 
lowest free  energy)  structure  and  the free  energy of  the  crystal 

l O r - 7  

ChymotrypslnIOvomucoId.  After CONGEN Search 

a 

5t  

e 

-150 2 4 6 8 10 12 14 16 18 20 
RMSD V.S. Bound Crystal 

Fig. 8. Same  as  Figure 2 after  side-chain  conformational  search 
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Fig. 9. Same  as  Figure 3 after  side-chain  conformational  search 

structure. For the  docked  bound  conformers of  chymotryp- 
sin/ovomucoid,  trypsin/BPTI, these are -12.11-14.5 and 
-16.1/-17.2 (Table 3). The  subtilisin/chymotrypsin  inhibitor 
complex is a marginal exception: the numbers are -15.81- 15.6, 
with the lowest free energy structure being 0.3 A from  the crys- 
tal structure.  Thus,  the search algorithm  rather  than  the  free en- 
ergy function  appears  to limit the  accuracy of the  computation. 

The results in Table 4 are especially promising.  They indicate 
that, given the  crystal  structures of uncomplexed  conformers, 
the  complex  that they form or a complex formed by close ho- 
mologues may be accurately predictable:  in the case under  con- 
sideration,  the all-atom  RMSDs are 1.13, I . 5 5 ,  and 1.78 A. The 
prescription for  obtaining such  results is (1) a rapid screen using 
the DOCK algorithm (Shoichet & Kuntz, 1991) followed by (2) 
discrimination using Equation 5 as  a  target  function,  and  an 
algorithm  that includes a  surface  side-chain  conformational 
search. 

By Equation 5 ,  for rigid structures,  the  variable  part of the 
binding free energy is the sum of  the electrostatic  interaction  en- 
ergy E;', the  desolvation  free energy AG,, and  the  entropic 
term -TAS,. due  to  the  conformational  entropy loss of side- 
chains in the  contact region. It is interesting to  note  that  the first 
two  terms have been used separately by Shoichet  and  Kuntz 
(1991) for  ranking  the  docked  complexes,  but  did  not  perform 
very well. In fact,  without  adjusting  the side chains,  the 7.98-A 
RMSD  chymotrypsin/ovomucoid  structure  has lower  electro- 
static  interaction energy than  the 2.69-A RMSD  structure,  and 
in the  trypsin/BPTI  system,  both  the 19.30-A and 19.31-A 
RMSD  structures have  lower electrostatic  interaction energies 
than  the 1.73-A and 1.85-A structures.  Hydrophobicity  alone 
is even less suitable  for  ranking  the complexes. Thus,  the  trade 
off between desolvation free energy,  electrostatic  interaction en- 
ergy,  and  the  side-chain  entropy loss is very important  to  ob- 
tain  an estimate  of the free energy that  can distinguish the  correct 
docked  conformations  from  the  incorrect  ones. 

We note  that, prior to calculating the energy,  only  constrained 
energy minimization is performed.  The  procedure removes ste- 
ric  clashes and severe deviations  from  standard  geometry,  but 
does  not  induce  substantial  structural  changes. It is important, 
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Table 4. Lowest free energy structures compared to crystal complexes 
~ ~~~ 

~ - -~ -~ ~~~~ 

Rigid body  docking' 
~~ 

Side-chain  relaxation' 
Crystal ~~ 

Complexes 

1SBC/2C12 
5CHA/20VO -14.5 -9.4  1.73  -12.0 1.55 
2PTN/4PTI -17.2 - 14.1 2.66  -15.0 1.78 

~~~~ ~~ ~ ~~~~ 

free  energy"  Free  energy  RMSD  Free  energy  RMSD 
~~~~ ~ ~ ~~ ~~ -~ 

-15.6 -11.8  2.18  -12.0 1.13 

a In kcal/mol; see Table  1A. 
From  the  unbound  conformations of monomers: see Table 1 B. 
See  Table 3 .  

because a deep  unconstrained minimization using the  CHARMm 
potential usually gives unrealistically  negative electrostatic  en- 
ergies;  a direct  consequence of the  inherent  approximation in 
decoupling  the  electrostatic  interaction  calculation  from  the de- 
solvation process. With limited minimization,  the  electrostatic 
energy on its own  provides a better  ranking  than  found by 
Shoichet  and  Kuntz (1991). 

ASP and EFE approaches 

Both  ASP  and  EFE models are self-consistent macroscopic sol- 
vent models which integrate a molecular  mechanics  treatment 
of the  solute with a continuum  treatment of the  solvent,  and 
both  rank  the  docked  conformations generated by Shoichet and 
Kuntz (1991), in good agreement with the RMSD from  the X-ray 
structure  of  the  complexes.  In  the  ASP  model,  the  electrostatic 
interaction is calculated according  to  Coulomb's law using a dis- 
tance-dependent dielectric constant ( E  = 4r), and  the self-energy 
part  of  the  electrostatic  component  of  solvation  free energy is 
accounted  for by ASPS  for  different  atom  types.  In  the  EFE 
model,  the  electrostatic  interaction between ligand  and recep- 
tor  and  the  electrostatic  contributions  to  desolvation free ener- 
gies are all obtained by solving  Poisson's equation, whereas the 
favorable  entropic  component  of  desolvation is assumed  to be 
proportional  to  the  change in the solvated surface  area.  The di- 
electric constant of protein is chosen to be 2, in order  to  account 
for electronic  polarizability, and solvation screening is taken into 
account explicitly  in  solving Poisson's  equation  for  the  electro- 
static  contribution  to  solvation  free  energy. 

Both  methods  assume  that  the  change in  van der Waals inter- 
actions  upon binding is relatively small (i.e., both solute-solvent 
and  solute-solute  interfaces  are well packed).  However,  Jack- 
son  and  Sternberg (1995) assume  that  the  van  der Waals inter- 
action between receptor  and  ligand is more  favorable  than  the 
van  der Waals interaction  of  the  proteins with water,  and  that 
the difference is offset by the increase in conformational  entropy 
of the side-chains. Consequently, neither the side-chain entropy 
loss nor the  van der Waals interaction  term is included in the free 
energy  function. 

In a different implementation of the  EFE  method,  Smith  and 
Honig (1994) calculate  protein-protein  van  der Waals inter- 
actions explicitly, and use vapor  to  water  transfer  free energy 
coefficients to  estimate  the protein-solvent  van der Waals inter- 
actions.  Although  formally  complete,  the van der Waals  energy 
has a much larger scale than  the  solvation  term,  and even small 
errors will cause  serious  inaccuracies.  The  first-order  approxi- 

mation of  van der Waals cancellation is therefore necessary to 
avoid  masking  other energy components  that  control  binding. 

The  ASP  method assumes that  the van der Waals interaction 
between receptor  and  ligand is exactly counterbalanced by the 
van  der Waals interaction with water,  therefore  the van der 
Waals contribution  to  the  binding  free energy is simply zero 
(Novotny et al., 1989;  Vajda et al., 1994). This  assumption is 
usually valid for  the well-packed crystal  complexes, as demon- 
strated by the  accurate  evaluation of the  binding  free energy of 
nine crystal complexes in our previous study (Vajda et al., 1994), 
but needs to be taken with caution when it  is applied to predicted 
structures. 

I t  is interesting to  compare  the  various  contributions  to  the 
free energy as calculated by the  two  methods.  Although  the  to- 
tal binding  free energies correlate  poorly (discussed below), the 
electrostatic  interaction energies  have a correlation  coefficient 
of 0.77 (Fig. 10). The electrostatic energies from  EFE  model  af- 
ter close contact  correction  are used (Jackson & Sternberg, 
1995). The close contact  correction  sets  the  electrostatic  inter- 
action energy  between  a pair of atoms  to a  prescribed  value 
whenever  these two  atoms  overlap.  The prescribed  value is cal- 
culated by Coulomb's law with the  distance between  these two 
atoms set to  the  sum of their van der Waals  radii (Jackson & 
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Fig. 10. Electrostatic  interaction  energies  calculated  using  the ASP 
method  plotted  against  those  calculated  using  the  EFE  method. All 
docked  conformations  are  included.  Correlation  coefficient is 0.77. 
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Sternberg, 1995). If only  the  bound  complexes  are  considered, 
the  correlation between the  electrostatic  interaction energies 
given by the  two  methods is 0.96 (Fig. 11). The  reason  for  this 
strong  correlation is that  the  charges in the  complexes  are  too 
far  from solvent to  establish an induced  attenuation  field.  As 
a result, the solution to  the Poisson’s equation will  yield a simple 
Coulomb  interaction, which is what is  used in  the  ASP  model. 
The  difference  in  magnitude is the result  of  a different  choice 
of  dielectric, which does  not,  of  course,  affect  the  correlation. 

Free energy values by the EFE model 

Although  both  EFE  and  ASP  models give satisfactory results 
for  ranking  candidate docked structures, their success in estimat- 
ing the  observed  free energies  of the complexes differs  substan- 
tially. For  the  EFE  method,  only  the  chymotrypsin/ovomucoid 
range  (between -10 and -18 kcal/mol) is accurate;  the  mea- 
sured  free energy of subtilisin/chymotrypsin  inhibitor (-15.8 
kcal/mol) is 3.8 kcal/mol from  the center of an 8 kcal/mol  range 
(between -8 and -16 kcal/mol),  and  the measured  binding  free 
energy  of  trypsin/BPTI (-18.1) is well outside  the  predicted 
range  (between  +4  and -4 kcal/mol)  (Jackson & Sternberg, 
1995). As a consequence,  the  predicted  rank  ordering  of  the 
binding  affinities for these three complexes is chymotrypsin/ovo- 
mucoid > subtilisin/chymotrypsin  inhibitor > trypsin/BPTI, 
whereas the  experimental  ranking is the exact reverse. Some in- 
sight into these results,  and  the  parameters  on which  they de- 
pend,  can be obtained by considering simple analytical  models 
of the  dependence  of  solvation energy on  the  charge  distribu- 
tions in these  three systems. 

Analysis of the  the  binding  loops  of  the  three  inhibitors  (Ta- 
ble 5 ,  positions  P4-P4’as  defined in Hubbard et al. [1991]) in- 
dicates  that  chymotrypsin  inhibitor  (CI)  and  ovomucoid  third 
domain (OVO) have a  negatively charged  Glu  at P1’ and a pos- 
itively charged Arg at  P3’,  whereas  BPTI  has  two positively 
charged residues: Lys at  P1  and  Arg  at P2’. Because the distance 
between charges,  as well as  the distance between the charges and 
the  surfaces, is small compared  to  the  radius of curvature of the 
proteins, we consider a model in  which charges  are  buried, in 
a dielectric e p ,  slightly below the  surface  (at a distance d )  of an 
infinite  plane,  outside  of which is a dielectric medium, c W .  

First  consider  two  surfaces  far  apart,  with  equal  and  oppo- 
site  charges +q and -q (Fig. 12A). In  the  bound  state,  the  two 
semi-infinite dielectrics ( e p )  are immediately adjacent  to  one  an- 
other,  and  thus  create a homogeneous dielectric environment. 
For  reasons  that will become  apparent, we are  interested  in  the 
most  favorable  energy  change  and,  to  this  end, we take  the fi- 
nal  distance between the  two  charges  as 2d. With q in electro- 
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Fig. 11. Electrostatic  interaction  energies  calculated  using  the ASP 
method  plotted  against  those  calculated  using  the  EFE  method.  Only 
the  docked  conformations  using  bound  conformers  are  included.  Cor- 
relation  coefficient is 0.96. 

static  units,  and d i n  A, the  desolvation energy E,,  (AEf + AEf 
in Equation 3 ) ,  in  kcal/mol is (see for example, Jackson [ 19621): 

E , =  -332 X -, 44’ 
2dt, 

where q’ is the  image  charge  of q:  

The  Coulombic  interaction energy Ed,  which corresponds  to 
E&‘ in Equation 3 ,  is: 

The  sum of E, and Ed gives us the  electrostatic  contribution to  
the  binding  free energy ( E )  : 

E = -332 X 
q2 

2d - E w  ” Ep 

2 

Table 5. Amino acid compositions of the binding loops of inhibitors” 

Complexes P4  P3  P2  PI PI’  P2’  P3’ P4’ 
- 

CI Ile 56 Val 57 Thr 58 Met  59 Glu 60 Tyr 61 Arg 62 Ile 63 
ovo Ala 15 Cys 16 Thr 17 Leu 18 Flu  19 Tyr 20 Arg 21 Pro 22 
PTI Gly  12 Pro 13 Cys 14 Lys 15 Ala 16 Arg 17 Ile 18 Ile 19 

a Residue  numbers  are  shown  after  each  residue  name. 
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Fig. 12. Electrostatic  contributions to the  binding  free  energies of 
charges  embedded in two  semi-infinite  dielectrics ( E , )  separated by a 
high  dielectric (e,,,). A:  One  salt  bridge. B: Two salt  bridges  with like 
charges  at  the  same  side. C: Two salt  bridges  with  opposite  charges on 
the  same  side. 

With q = 1, d = 1.5 A, e, = 2, and E ,  = 80, Ebind = -2.7 
kcal/mol.  This  indicates  that  the  unfavorable  desolvation  en- 
ergy is barely compensated  for, even under  the best circum- 
stances, by a favorable  Coulombic  interaction. Now consider 
buried  charge pairs (Fig. 12B), each consisting of two  equal but 
opposite  charges  separated by a distance 1. This is a  simplified 
representation of the  two  complexes  SNI/CI  and  CHO/OVO. 
In this  case, E,, Ed ,  and E are: 

E, = -332 X 2 X - + 332 X 2 X 
44l 44' 
2de, J12+4d2tD' ( 1  1) 

E =  - 3 3 2 x 2 ~  " + 332 

2 d  - E n ' "  Ep 

2 

x 2 x  q 2  

The first  term on  the right in Equation 11 reflects interactions 
between the charges and their respective images, whereas the sec- 
ond is the  cross  term  stemming  from  interactions between  a 
charge  and  the  image  of  its  partner.  This  interference  term is 
clearly unfavorable when the  charges  on  the  same  side of the 
plane  are  of  opposite  sign,  because a positive  (negative) charge 
will interact with the positive (negative) image  of a negative (pos- 
itive) charge. 

In Equation 12, the first term represents interactions between 
a charge  and its opposite on the  opposing  protein (a  salt  bridge), 
whereas the second term represents  cross  interactions. The  equa- 
tions  assume  that  the self energy remains  the  same  after  com- 
plex formation,  and hence  cancels. 

Finally,  consider  the  situation in  which each  member of the 
pair  has  the  same  charge  (Fig. 12C). This is a simplified repre- 
sentation  of  2PTC/PTI  complex.  It is easy  to see that  the  solu- 
tion  can be obtained  from  Equations 11, 12, 13 simply by 
switching the signs of  the  second  terms: 

E, = -332 X 2 X - - 332 X 2 X 
44'  44' 
2de, J12+4dZtp ' (14) 

E = -332 X 2 X 
q2 - 332 X 2 

2 d  7 6, + Ep 

L 

In the  above  three examples, the salt  bridges are perfectly aligned. 
E, and E,/ largely cancel  each  other,  and E is almost  indepen- 
dent  of tp. In actuality,  an alignment for salt  bridge formation 
does  not  occur  readily,  and  therefore  the  favorable  electrostatic 
compensation  for  an  unfavorable  desolvation energy  is some- 
what below ideal. In  fact,  Zachary  and  Tidor's  study (1994) 
shows  that  most salt  bridges cannot  compensate  for  the  desol- 
vation  energy,  and  that Ed is frequently  only half of  the  mag- 
nitude of E,. This is in accord with the  calculation  of  the  three 
protease-inhibitor complexes in the  Jackson  and Sternberg  study 
( 1995). 

Under  the  imperfect  salt  bridge  condition, E, dominates 
(e.g., d in the  equations  for Ed,  would be replaced by some- 
thing  larger  to  take  account  of  nonoptimal  alignment).  From 
Equations 7, 11, and 14, it is clear that E, is inversely propor- 
tional  to eP,  and  the  solvation energy (-Es) of a pair  of  like 
charges is more  favorable  than  the  solvation energy  of a pair  of 
opposite  charges with similar  separations.  Hence, like charges 
will tend to have less favorable  binding  energy,  and  the  extent 
to which  it is less favorable will be directly  dependent  on  the 
magnitude  of E,,. 

As an  example, with I = I O  A and d = 1.5 A ,  the  magnitude 
of E, in Equation 14 decreases approximately 35 kcal/mol  as ep 
increases from 2 to  4. Using  a  dielectric of 2 rather  than 4 may 
in part  account  for  the mispredicted 2PTC/PTI binding free  en- 
ergy by EFE  model.  This  also  shows  the  general  uncertainty  of 
EFE  method  to  the  change  of ep.  

This  discussion is not  meant  to  be  quantitative,  but  to illus- 
trate  the sensitivity  of the  predictions  to  assumptions  about  di- 
electric  and  geometries.  The  first is fundamental  and will 
undoubtedly  require  more detailed models  that  take  account  of 
polarization  and  thereby  treat  the protein's interior explicitly, 
rather  than by an  effective dielectric constant  of  an  assumed 
magnitude.  The second, viz use of  correct  geometry, is itself cou- 
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pled to  energy,  and  therefore  makes  the  computation  substan- 
tially more  demanding.  There  are  also a number  of less difficult 
but still important  problems  related  to  the  solution  of  the 
Poisson-Boltzmann  equation using finite  difference  methods. 
These  include  the sensitivity of the results to  the selection of 
the  boundary  separating  the  protein ( e p )  and  water ( e w )  (J. 
Novotny, pers. comm.),  and  the  position of the  protein relative 
to  the  grid  (Bruccoleri, 1993). We believe that  the  solution  to 
Poisson's  equation will ultimately  prove  to  be  the  method  of 
choice  for  obtaining  desolvation energies, and  that  such solu- 
tions, coupled with more  accurate  procedures  for evaluating  de- 
solvation  entropy, will provide reliable and  computationally 
realistic free energy evaluation  methods.  However, these meth- 
ods  are likely to be computationally intensive and,  at  the present 
time,  unsuitable to  be used as  target  functions  for  docking. 
Therefore,  the  empirical  procedures used here  represent viable 
and  useful  alternatives. 

Methods 

Free energy evaluation using ASP method 

The  electrostatic  interaction energy  between  receptor and  the li- 
gand, E:' (Equation 5 ) ,  is calculated with the  CHARMm  force 
field  (Molecular  Simulations,  Inc.) using a distance-dependent 
dielectric coefficient e = 4r and a nonbonded  cutoff of 15 A. 

The desolvation  free  energy AG, is calculated by Equation 6 ,  
and  the  transfer  free energies of the complex (AG;:), the recep- 
tor (AG:,), and  ligand (AG,!,.) are  obtained by a linear  combi- 
nation of the solvent-accessible areas weighted by ASPS. 

The  side-chain  entropy loss TAS,. is assumed  to be propor- 
tional  to  the loss in  solvent-accessible surface  (Pickett & Stern- 
berg, 1993), as  described in (Vajda  et  al., 1994). 

A  basic assumption  underlying  the  free energy function is 
that  the  sum of solvent-solute  and  solute-solute  van  der Waals 
energies is the  same  for all complexes. Briefly, we evaluate  the 
free energies on a set of complexes free  of  van der Waals clashes. 
Clashes  are  removed  using a 200-step adopted basis Newton- 
Raphson  (ABNR)  minimization,  with  parameters  taken  from 
Version 19 of  the  CHARMm  potential  (Molecular  Simulations, 
Inc.). Mass-weighted harmonic  constraints with  a force  con- 
stant of 20 kcal/(mol A') are  applied  to all atoms  during  the 
minimization. 

Side-chain con formation search 

The rigid body  assumption was  relaxed for buried  interfacial  in- 
hibitor side chains. Because the side  chains  remain  buried during 
the  search  procedure, we assume  the  entropic  and  hydrophobic 
parts  of  the  free  energy  function  are relatively invariant,  with 
the energy term  dominating. Using CONGEN  algorithm  (Bruc- 
coleri & Novotny, 1992), the  CHARMm  energy  function was 
minimized by an  exhaustive  search  over  all  side-chain  dihedral 
angles  with  the  grid  spacing set to  20". The  van  der Waals cut- 
off is set to  be 30 kcal/mol,  and  the  conformations  that  have 
van  der Waals  energies  higher than  30 kcal/mol are  eliminated. 
The  search  for side-chain positions begins by generating a small 
number  of  the best conformations  for  each side chain  indepen- 
dently,  then  these  conformations  are  assembled in  all  possible 
combinations  and  those  combinations  that  do  not have bad van 
der  Waals  contacts  are  accepted.  Among  the  retained  confor- 

mations,  the 10 lowest total  energy  ones  are used for  the  free 
energy  evaluation. 

In  order  to  remove  any  van  der Waals  clashes that  can possi- 
bly be introduced by the side-chain search,  the  free energies are 
calculated  for  the  CONGEN  output complexes after  minimiz- 
ing van  der Waals  energy for  20  steps  and minimizing total 
CHARMm  energy  for  another  20  steps. 
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