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Abstract

The general similarity in the forces governing protein folding and protein—protein associations has led us to examine the
similarity in the architectural motifs between the interfaces and the monomers. We have carried out extensive, all-
against-all structural comparisons between the single-chain protein structural dataset and the interface dataset, derived
both from all protein-protein complexes in the structural database and from interfaces generated via an automated
crystal symmetry operation. We show that despite the absence of chain connections, the global features of the archi-
tectural motifs, present in monomers, recur in the interfaces, a reflection of the limited set of the folding patterns.
However, although similarity has been observed, the details of the architectural motifs vary. In particular, the extent of
the similarity correlates with the consideration of how the interface has been formed. Interfaces derived from two-state
model complexes, where the chains fold cooperatively, display a considerable similarity to architectures in protein cores,
as judged by the quality of their geometric superposition. On the other hand, the three-state model interfaces, repre-
senting binding of already folded molecules, manifest a larger variability and resemble the monomer architecture only
in general outline. The origin of the difference between the monomers and the three-state model interfaces can be
understood in terms of the different nature of the folding and the binding that are involved. Whereas in the former all
degrees of freedom are available to the backbone to maximize favorable interactions, in rigid body, three-state model
binding, only six degrees of freedom are allowed. Hence, residue or atom pair-wise potentials derived from protein—
protein associations are expected to be less accurate, substantially increasing the number of computationally acceptable

alternate binding modes (Finkelstein et al., 1995).
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structural comparison

Although it is still not understood how a given sequence folds
specifically into a particular protein conformation, the concept of
recurring structural motifs such as the 4-helix bundles and the
B-barrels has implicitly helped in outlining the principles of pro-
tein folding. In general, a folded globular protein always possesses
a hydrophobic core (Bowie et al., 1990; Dill, 1990) enclosed by
interacting secondary structure elements. Because the number of
spatial arrangements of secondary structure elements to form a
hydrophobic entity is limited, the number of unique protein folds
is believed to be limited as well (Wang, 1996). Hence, the task of
the classification of the motifs has provided an invaluable insight
into the understanding of protein structure and in relating the bio-
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logical function of the protein to a unique fold (Rossman et al.,
1975; Lesk & Chothia, 1980; Miller, 1989; Grindley et al., 1993;
Orengo et al., 1993; Slingsby et al., 1993; Holm & Sander, 1994;
Fischer et al., 1995; Murzin et al., 1995).

Owing to the general similarity that is observed between protein
binding and protein folding (Argos, 1988; Janin et al., 1988; Janin
& Chothia, 1990; Jones & Thornton, 1996), we can reasonably
anticipate that the forces active in folding the polypeptide chain are
also those responsible for protein—protein associations. Even a
cursory look at protein—protein associations suffices to illustrate
that the arrangements of secondary structure elements, well known
in protein monomers, typically recur at the interfaces as well. Yet
in the one case where a detailed comprehensive comparison of one
motif, the four-helix bundle has been conducted, Lin et al. (1995)
have observed that whereas resemblance unquestionably exists,
significant differences between the bundle configurations in protein—
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protein interfaces and in monomers (Harris et al., 1994) occur as
well. Furthermore, as the hydrophobic effect is the dominant force
in protein folding, it may be expected that it would be equally
critical for protein—protein association. However, statistical anal-
ysis of the hydrophobic effect at the interfaces (Tsai et al., 1997a)
has revealed that whereas the hydrophobic effect plays an impor-
tant role in protein—protein association, it is not as dominant as its
effect in protein folding. On the other hand, the role of hydrophilic
bridges is more important in protein—protein interfaces compared
to protein cores (Xu et al., 1997).

These observations, and their underlying rationale, raise the ques-
tion of how similar are the architectures in protein cores compared
to those observed at protein—protein interfaces. On the practical
side, such an investigation may hold clues to several questions: (1)
is an interface manifesting a structural motif, which recurs in the
monomers, an inherently stable interface? (2) Can recurring motifs
be used as structural templates in protein—protein recognition? And,
(3) in monomers, recurring structural motifs have frequently been
referred to as either building blocks or biological functional units
in proteins. For example, the strand-helix-strand motif repeats it-
self to form a tim barrel fold, and the helix-turn-helix motif has
been recognized as a calcium binding site. Do the motifs that recur
at the interfaces correlate with a particular biological function?

To address the type and extent of architectural similarity between
protein cores and interfaces we conduct a comprehensive structural
comparison between a recently compiled dataset of protein—protein
interfaces (Tsai et al., 1996a) and a dataset of single-chain proteins
(Fischer et al., 1995). Owing to the nature of protein—protein in-
terfaces, which are composed of two chains, with each contributing
unordered fragments as well as isolated residues, an amino acid se-
quence order-dependent method is likely to fail in searching for struc-
tural similarities between these and protein cores. Utilizing our
computer-vision—based structural comparison technique, which
views protein structures as collections of points (Cas) in 3D space
(Nussinov & Wolfson, 1991; Bachar et. al., 1993; Fischer et al., 1994;
Tsai et al., 1996b), such a comparison is, however, feasible. Our re-
sults reveal that, as expected, overall the structural motifs recurring
at the interfaces are similar to those well known to exist in protein
cores. Nevertheless, differences are consistently observed as well.
It is these differences, within the framework of the general simi-
larities, which are particularly illuminating.

Protein—protein associations can be divided into two classes.
The first of these consists of complexes belonging to the so-called
“two-state” model. The second class are associations demonstrat-
ing a “three-state” model behavior. The two-state model includes
those chains that exist either unfolded or folded together in a
complex. These chains fold cooperatively, in much the same way
as a single-chain protein would typically fold. The cooperative
folding-association displayed by these two-state model complexes
resembles protein folding. On the other hand, in the three-state
model, each of the chains folds separately. The next stage consists
of the binding of the already folded monomers. Hence, three states
are involved here: the unfolded chains, the native folded mono-
mers, and the bound configuration. This mode of association is
also referred to as rigid body binding. While conformational re-
arrangements may occur to maximize inter-molecular interactions
and to stabilize the complex, these generally involve only minor
changes.

Interestingly, inspection of the similarities and of the differences
between the architectures at the interfaces and in the chains, indi-
cates that interfaces belonging to the two-state model complexes
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are very similar to the motifs found in the monomers. However,
interfaces belonging to complexes displaying the three-state model
are, in general, similar only in outline. The arrangements of the
secondary structures is similar. However, the details vary. Thus,
while the geometric superpositioning of the Cas of the cores and
of the two-state model interfaces illustrates a good fit, that is not
the case for the three-state model interfaces, constituting the bulk
of the interfaces.

We conclude that the architectures of interfaces displaying a
two-state model kinetics are inherently much more similar to pro-
tein cores than the three-state model interfaces. This is entirely
logical and consistent with the lack of backbone freedom in the
process of association of a three-state interface. On the other hand,
the two-state interface has full backbone freedom, similar to the
case of protein folding.

The similarities and the differences between protein—protein in-
terfaces and monomers are not surprising. The specific arrange-
ments of secondary structure elements, forming the limited set of
folding patterns, i.e., the motifs, have been selected during evolu-
tion owing to their favorable stabilizing effect. Hence, an arrange-
ment conferring stability on the monomer will also exert a similar
effect on the associating molecules. Nevertheless, there is a major
difference between protein cores and protein—protein interfaces. In
the former, the polypeptide chain folds maximizing its hydropho-
bic interactions. Practically all degrees of freedom are available to
the backbone to adopt the arrangement in which the lowest energy
is achieved. That is not the case for the associating monomers. The
monomers are already folded. Very little freedom is available to
the folded chains. Hence, for the case of rigid protein binding, only
a local maximization of the interactions is feasible. Only six rota-
tional and translational degrees of freedom are available to the
monomers in their conformational search. The same rationale ap-
plies to the reason for the lower extent of the hydrophobic effect in
the three-state model interfaces compared to cores of monomers.
As globular proteins are inherently stable in solution, too large an
exposed non-polar surface area is unfavorable. In the already folded
chains most hydrophobic residues are buried, a priori limiting the
potentially attained hydrophobic effect at the three state model
interfaces (Tsai et al., 1997a).

This may be a prime reason for the multiple potentially feasible
conformations in which protein molecules can associate. It may
explain the difficulty in predicting one prevailing docked config-
uration. In particular, this suggests that unlike the case of protein
folding where there is an energy gap between the native and the
non-native conformations, this may not be the case for binding,
where many potential binding configurations exist, with the energy
difference between them significantly smaller. We shall come back
to this point and its implications in the Discussion.

Despite these basic differences between protein folding and bind-
ing, and despite the lack of chain connectivity, the same gross
architectures are still observed, although differing in detail. This
argues that these arrangements of secondary structures are highty
favorable (Finkelstein & Ptitsyn, 1987). At the same time, they are
likely to be more variable in the interfaces compared to their
recurrence in the chains, as the associated chains are constrained in
attaining their most favorable complex conformations by their al-
ready folded structures. In this sense, the repertoire of motifs at the
interfaces is likely to be less informative than that observed in
protein monomers.

Below we describe the comparisons we have conducted between
the datasets of the interfaces and of the monomers. The obtained
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similarities and differences are displayed and discussed. To con-
stitute a complete analysis of the interface architectures, we have
further explored the prevailing secondary structures at the inter-
faces compared to the chains. This analysis has been carried out
both with respect to residues, and to the polar and non-polar,
side-chain and backbone accessible surface areas. These analyses
have been carried out for the a-helices, B-strands, and coils. The
observed distribution is quite similar to the expected one.

Interface dataset used in the analysis

Two independently compiled interface datasets are used in this
study. The first is a dataset of 187 stable interfaces, picked from
376 representative, non-redundant interfaces. The second is a rep-
resentative dataset of 57 symmetry-related oligomeric interfaces
generated from PDB files (Bernstein et al., 1977), containing co-
ordinates of only a single chain. The detailed procedure describing
the generation of the so-called symmetry-related proteins around a
particular monomer is given in Appendix A. Following an all-
against-all comparison between these two datasets, 19 symmetry-
related oligomeric interfaces are found to be similar to one of the
187 stable interfaces, and hence, are not included in the final
dataset used in the analysis of the secondary structures at the
interfaces. A total of 225 protein—protein interfaces (187 stable
interfaces + 38 oligomeric interfaces) are utilized in this study.
These are listed in Appendix B. The details of the calculations
differentiating between stable and unstable interfaces have already
been described (Tsai et al., 1997a). Briefly, we consider the extent
of the absolute buried surface area, the fraction of the buried
surface area in the interface with respect to the surface area avail-
able when the molecule is in the uncomplexed state, and the ratio
of the buried surface area in the interface with respect to other
crystal symmetry-generated interfaces. An insight into stable ver-
sus crystal interfaces has been provided by Janin and Rodier (1995),
who have particularly addressed this important issue.

A detailed description of the generation of the dataset, using the
Geometric Hashing technique (Nussinov & Wolfson, 1991; Fis-
cher et al., 1994, 1995; Tsai et al., 1996a), has already been given.
The parameters employed in the generation of the dataset of in-
terfaces and in its comparison with the dataset of monomers have
been given in Tsai et al. (1996a). The non-redundant monomer
dataset utilized here has also been generated from the PDB by the
Geometric Hashing, iterating through the same steps followed in
the generation of the dataset of interfaces.

Secondary structure composition at the interface

To answer the question of whether there is a preference of a par-
ticular type of secondary structure that is involved in protein—
protein associations, two statistical analyses of the secondary
structure composition are performed. The first is based on a resi-
due as a counting unit; the second utilizes the solvent accessible
surface area.

Secondary structure assignment

A residue can be assigned to one of three secondary structure
types: a-helix, B-strand, and random coil. We use the secondary
structure assignment specified in the PDB file. If not given, the
secondary structure assignment is determined by a procedure uti-
lizing hydrogen bond patterns to determine the assignment, in a
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way similar to that performed by the DSSP (Kabsch & Sander,
1983) algorithm. Although several types of helices have been de-
fined in the PDB, in this study only normal and 3;, helices are
considered.

Accessible surface area (ASA)

The solvent accessible surface area (ASA) of a protein is calcu-
lated following the Lee and Richards’ definition (1971), with a
probe ball radius of 1.4 A. The algorithm of Shrake and Rupley
(1973) is adopted in our implementation, similar to that described
by Miller et al. (1987). The atomic radii used in the calculation of
the accessible surface area have been taken from CHARMM (Brooks
et al., 1983). The accessible surface area of an atom is represented
by discrete surface points of a sphere, each with an associated
surface area. In our implementation, starting with an icosahedron
geometry, a series of 12, 42, 162, and 642 spherical points are
calculated in a quasi-uniform distribution. We have adopted the
162-point icosahedron to represent the surface of a sphere, because
the difference between the surface area calculated by using 162
points and that calculated by using 642 surface points is always
within 0.1% for most of the proteins we have examined.

Definition of interacting interface residues

In this study, we use the ASA to determine whether a residue is an
interacting interface residue. First, let us define some terms used in
the calculation. An interface contains two chains, chain A and
chain B. A “reference” ASA, ASA,, refers to the available ASA of
a residue. That ASA is the surface area that is excluded, i.e., not
buried, either by atoms from the same residue, or by the linking
backbone atoms (C- and —N). ASA, of a residue refers to its
reference ASA, buried only by its own chain A. ASAp refers to its
reference ASA, buried only by chain B. ASA, p refers to the ASA
that is buried simultaneously by both chains, A and B. ASAc.pos
refers to the ASA that is not buried, either by chain A or by B. Note
that the reference ASA of a residue equals the sum of ASA,, ASAg,
ASA4 p, and ASA.,pos. The fractions of each of the above four
ASAs from the reference ASA, are denoted as P4, P, P4 g, and
Pexpos, Tespectively. A residue of chain A is defined as an interface
residue if Pg > 0.05 or if P4 g > 0.10, except for the case where
(Py + Pap) > 095 and P4 p < 0.15. A residue of chain A is
defined as a surface residue if (Pg + Peypos) > 0.25.

Two hundred twenty-five interfaces, containing 450 chains (a
total of 116,565 residues) are used in the calculation of the sec-
ondary structure composition. A percentage of 40.2 are defined as
surface residues and 15.7% are interface residues. The secondary
structure composition in terms of residues either from the whole
chain, from the chain surface, or of the interacting interface resi-
dues, is summarized in Table 1.

Secondary structure composition based on ASAs

By using ASA, the secondary structure composition at the interface
can be calculated directly. The expected secondary structure com-
position of a chain A in terms of ASA is defined as the sum of
ASAg and ASA..pos, Which is equal to its available ASA when
isolated. The observed secondary structure composition is based
on the area buried by chain B alone, ASAg. In addition to the
overall ASA analysis, the ASA is further separated into the con-
tribution from the backbone, non-polar, and polar atoms. A per-



1796

Table 1. The secondary structure composition of 225
two-chain interfaces®

a-Helix f3-Strand Random coil
Whole chain 0.365 0.228 0.407
Chain surface 0.343 0.131 0.525
Interface 0.358 0.170 0.472

*The secondary structure composition of chains and interfaces. Two
hundred twenty-five two-chain interfaces have been used in the calculation
of the secondary structure composition for all residues of the entire chains
(whole chain), for residues on the chain surface (chain surface), and for the
interacting interface residues (interface). The ASA of each residue (solvent
accessible surface area) was utilized to define whether it is a surface
residue or an interface residue. See text for detailed definition.

centage of 15.2 of the overall available ASA is buried in the 225
interfaces. Separated into the contributions from backbone, non-
polar, and polar atoms, the buried percentages are 13.5, 18.4, and
12.2, respectively. The results of the secondary structure compo-
sition based on ASAs are given in Table 2.

These results illustrate that the distribution of the interacting
residues into the secondary structure types is roughly as expected.
Inspection of the distribution of the residue-based secondary struc-
ture content indicates that in the entire chains, on their surfaces and
in their interfaces, the content of the a-helices is constant, around
35%. On the other hand, more residues belonging to 3-strands are
found in the chains as a whole than on their surfaces. The inter-
faces contain more B-strand residues than the protein surfaces,
although less than in the entire chains. The situation is reversed for
the loops. The fact that the helical content of proteins is higher than
of strands has been recognized for a considerable time. Regarding
the strands, their lower content on the surfaces compared to the
interior is a reflection of the geometry of the B8-sheet, which con-
tributes less to the surfaces, compared to the helices. On the other
hand, the higher content of the loops on the surfaces is also well
known. The fact that B-sheet residues are found at a higher con-

Table 2. The expected and observed secondary structure
composition of 225 interfaces®

a-Helix B-Strand Random coil
Reference ASA 0.377 0.229 0.397
Exp. (all ASA) 0.343 0.140 0.517
Obs. (all ASA) 0.356 0.146 0.498
Exp. (backbone) 0.233 0.114 0.653
Obs. (backbone) 0.215 0.133 0.653
Exp. (non-polar) 0.366 0.140 0.494
Obs. (non-polar) 0.380 0.150 0.470
Exp. (polar) 0.373 0.154 0.474
Obs. (polar) 0.393 0.147 0.460

*The secondary structure composition of 225 two-chain interfaces cal-
culated directly based on individual ASA of every atom in the protein. The
expected secondary structure composition of a chain is based on its avail-
able ASA when isolated, while the observed one is based on the area buried
by its partner. In addition to the overall statistics (all ASA) of the interface
ASAs, the secondary structure composition has been further divided into
the contributions from the backbone, non-polar, and polar atoms, respec-
tively. See text for detailed description.
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centration in the interfaces than on the surfaces, compared to the
reversed phenomenon of the random coils, is straightforwardly
understood, because loops typically contain a higher proportion of
hydrophilic residues. Inspection of the secondary structures as cal-
culated by accessible surface area reflects these trends directly,
which are entirely within the expected ranges. Furthermore, the
observed division of the accessible surface area into backbone,
polar, and non-polar moieties are all as expected. We conclude that
the secondary structure distribution of the residues that interact
across the protein—protein boundary reflects the division observed
in protein monomers.

Interface structural motifs

To detect automatically structural motifs that recur both at the
interfaces and in protein cores we have performed extensive, all-
against-all comparisons between the single-chain dataset with 361
proteins and the protein—protein interface dataset, containing 376
two-chain interfaces and 38 oligomeric interfaces. In these com-
parisons both the interacting residues and the ones in their vicinity
(i.e., those whose Cas are within 6 A of a Ca of an interacting
residue, see Tsai et al., 1996a) are included. The Geometric Hash-
ing algorithm (for a description, see Nussinov & Wolfson, 1991;
Bachar et al., 1993, Fischer et al., 1994) has been utilized as the
tool for these structural comparisons. While, as discussed by Tsai
et al. (1996a), being amino acid sequence order independent, the
Geometric Hashing is uniquely suitable to carrying out such a task,
still owing to the nature of a comparison between an interface—
composed of two chains—and a structure of a single chain, from
the monomer dataset, there are some potential, practical difficulties
that might arise. To address these, in the comparisons only matches
fulfilling the following three criteria have been considered as can-
didates for constituting a motif. First, the relative connectivity
score of the interface should be higher than 0.5. The connectivity
score is a measure of the quality of the superposition between two
structures. It takes into account the matched condition of the two
residues bordering a matched residue pair. The score has been
designed in a way such that when an interface is compared with
itself, its connectivity score is equal to its residue size. The relative
connectivity score is the connectivity score divided by the size of
the interface (see Tsai et al., 1996a, for further details.) Hence, this
criterion ensures that at least 50% of the interface is matched with
the protein monomer. Second, at least 25% of the match arises
from each of the chains of the interface. This criterion is designed
to exclude cases where only one chain in the interface is domi-
nantly involved in the match, with no significant participation from
the second chain. Third, the connectivity score should be higher
than an absolute, pre-defined value, 25 residues. This criterion has
been designed to filter out matches having no significant second-
ary structure content. The results are summarized in Table 3. Fifty-
three interfaces are described by the spatial arrangements of their
secondary structure elements. Note that in the list of Table 3, none
of the cases is from the 38 oligomeric interfaces. This suggests that
the “symmetric” interactions observed in oligomeric proteins are
not found in single-chain monomer folding.

The results obtained in the matching of the monomers and the
interfaces are divided to three categories. The first group includes
perfect matches, with a large number of matched residues, a high
connectivity score (>85% and >75%, respectively), and a low
RMSD (<1.5 A). The second group includes good matches, with
a significant number of matched residues and connectivity score
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Table 3. A list of interfaces and of their secondary structure
motifs that partially match motifs found in monomers*

Interface Description in terms of secondary structural elements
1 laarAB six-stranded barrel
2 2afnBC quite complicated
3 1babAC two parallel helices
4 1bbbAB six helices
5 1bbbAC two long helices with four short helices
6 1bbhAB four-helix bundle like
7 1bovAE four-stranded sheet with two helices
8 1bbrHE like a chain with cleavage
9 1bgsFG four-stranded sheet with two helices plus two short
helices
10 1cdtAB four-stranded sheet with two loops
11 1colaB 10 helix heads
12 1cosAB two intertwined helices
13 1ctdaAB four helices
14 1d66AB two short helices
15 1dfnaB six-strands barrel-like motif
16 1fclaB eight-stranded compressed barrel-like with two short
helices
17 1£c2CD two helices with two short helices
18 1fvdacC eight-stranded barrel-like motif
19 1lggaRA two helices with two short helices
20 1gplAB two helices and loops
21 1lhgeAC four-stranded sheet with loop
22 1lrprAB four-helix bundle
23 1hrhAB four-stranded sheet with two helices
24 1hviAB interlaced beta sheet and loops
25 1ithAB two helices with four short helices
26 1ltaDC helix with helix + strand + helix
27 11ltsFC single strand with single helix
28 1mlpAB two very long intertwined helices
29 1molaAB an open eight-stranded (3/5) sandwich
30 1rhgAC an open four-helix bundle
31 1rhgBC four-helix bundle like
32 1rtp23 five short helices and loops
33 1plfaB four-stranded sheet with two helices
34 1sltaAB parallel eight-stranded (4/4) sandwich
35 1sosFE open beta sandwich
36 1trzBD two helices with two strands
37 1vfaaAB eight-stranded barrel-like motif
38 2ccyAB four-helix bundle like
39 2dhlaB two intertwined helices
40 2hflHY an open seven-stranded barrel-like sheet enclosed by
two loops
41 2mltAB two bent helices
42 2msbAB four-stranded sheet with four short helices
43 2pcbAB several terminal helices
44 2pccAC two long helices with two short helices
45 2rslaB two intertwined helices with loops
46 3hhrBC six-stranded barrel-like motif
47 3inkCD three-helix bundle
48 3insAB three helices
49 3monCD five-stranded sheet with one helix
50 3sc2AB like a chain with cleavage
51 3sdhAB four-helix bundle like
52 4azuAB loops
53 4rubAB six short helices

A list of the interfaces and a description of their secondary structure
motifs that partially match motifs from the monomer dataset.
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(>60%). The third group consists of interfaces with a fair match
with the monomers (>50% of the relative connectivity score). The
first group (listed in Table 4) corresponds to either an interface
from a folded single-chain protein being cleaved into two chains or
a single-chain protein actually composed of two chains (possibly
an error in the PDB). Figure 1 depicts an example taken from this
table. As a result of the above concern, there are four interfaces—
1cauAB, 1hleAB, 1srnAB, and 21tnCD—which have not been in-
cluded in Table 3 of the 53 interfaces. One interface, 1vfaAB,
which is listed in Table 4, has also been included in the third group,
as described below. Most of the interfaces of the second group
(listed in Table 5) correspond to either interfaces described by the
two-state model or to a very simple motif (e.g., two intertwined
helices). These latter motifs recur frequently in protein monomers.
Figure 2 illustrates several examples of interface structural motifs
matching well protein monomers. These structural motifs, taken
from Table 5, include an open eight-stranded (3/5) sandwich, a
four-stranded sheet with two helices, two intertwined helices, an
eight-stranded barrel-like motif, two helices plus two strands, a
six-stranded barrel-like motif, and a four-helix bundle. An inter-
face is assigned to belong to a two-state model, if it contains a
compact hydrophobic folding unit, with both monomers contrib-
uting to it equally (Tsai & Russinov, 1997¢). Performing a thermal
unfolding experiment, Steif et al. (1993) have reported a strict
two-state behavior for the ROP dimeric protein from Escherichia
coli (1rpr), one of the interfaces in the second group. Interfaces
included in the third group (listed in Table 6) have similar spatial
arrangements of the secondary structural elements as those of the
monomers, however, differing in detail. Hence, only a fair super-
position with single-chain proteins has been obtained for this group.
Two examples from the third group are given in Figure 3.

Functional motifs

Inspection of Tables 4 and 5 reveals that two matches having a
large number of matched pairs, 2afnBC (the interface between

Table 4. A list of perfect matches (group 1) between the dataset
of interfaces and that of the monomers?

Number of Percentage
Interface Chain RMSD matched pairs of match
1bbrHE 4ptp 1.10 174 86
1cosAB 1bgc 1.10 55 98
lcauAB 1phs 1.04 134 87
lhleaAB latta 1.05 179 97
1srnAB Trsa 0.85 74 100
1vfaAB Imfa 1.44 87 98
21tnCD lscs 1.07 201 95
3insAB 6insE 1.27 44 86
3sCc2AB lysc 1.37 271 90

A list of perfect matches between the dataset of interfaces and that of
the monomers. The percent of the match is the number of matched pairs
divided by the size of the interfaces. Note that the matches are a function
of the thresholds used in the structural comparisons. The thresholds used in
the comparisons have been described in Tsai et al. (1996a). The rationale
adopted has been outlined both in the text, and, is further detailed in the
reference cited above. An example taken from this table is depicted in
Figure 1. Note that interface 1vfaAB is listed both here and in Table 6,
matching different chains.
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21tnCD~-1scs

21tnCD~-1scs
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Fig. 1. A stereo view of an example taken from group I (high-quality matchings, as judged by a large number of matched pairs, high
connectivity score, and low RMSD). Here the figure depicts the superposition of interface 2itnCD (pea lectin) with the perfectly
matched monomer 1scs (concanavalin A). The two chains of the interface are shown in red and green, respectively, with the darker color
highlighting the interface region. The monomer chain is colored blue.

chains B and C of Alcaligenes faecalis nitrite reductase) with
laozA (ascorbate oxidase) and 1hviAB (the interface of HIV-1
protease) with Impp (pepsin), are particularly interesting. These
two unusual matches between a protein—protein interface and a

Table 5. A list of good matches (group II) between the dataset
of interfaces and that of the monomers*

Number of Percentage
Interface Chain RMSD matched pairs of match
2afnBC laoza 1.96 169 84
1babAC 256bA 1.70 41 95
1bbbAC 2cte 2.16 56 85
1bovAE ltpla 1.81 58 85
lctdAB 4icb 1.70 58 91
1d66AB lsesA 1.25 34 85
1dfnAB 2tbs 1.80 42 93
1fvdacC 2stv 1.89 53 88
lrprAB 1lbgc 1.83 101 89
1lhrhAB latta 1.97 42 91
11ltaDC 1lbrd LT 42 93
11tsFC lepeB 1.70 44 94
1molAB laizA 1.79 43 84
1rhgAC lhuw 1.54 85 82
1rhgBC lgmfa 1.80 62 81
1s1tAB 1stvA 1.85 60 95
ltrzBD lede 2.04 49 94
2ccyAB lhmcA 2.13 67 88
2dh1AB 1pgd 1.54 51 98
2mltAB laco .97 48 92
2pccAC 1bmda 1.74 43 90
3hhrBC lofv 2.21 45 87
3monCD lcew 1.83 71 80

Table 6. A list of fair matches (group III) between the dataset
of interfaces and that of the monomers*

Number of Percentage
Interface Chain RMSD matched pairs of match
laarAB lbyb 2.06 61 88
1bbbAB 2hpda 1.91 5] 71
1bbhAB laep 1.97 86 85
1bgsFG lpec 1.90 61 86
1cdtAB 2tmdA 1.75 44 79
1colAB 2gstA 1.92 55 66
1fclAB lhpla 1.88 89 73
1fe2CDh 1lbnh 2.07 51 88
lggaRA 2btfAa 2.08 51 91
1gplAB ltpfA 2.12 58 84
lhgeAC lscs 1.75 52 81
1hviAB 1lmpp 2.04 95 7l
1ithAB 2sas 2.13 55 82
1mlpAB lvsgA 1.62 79 68
1plfAB lalka 275 66 83
lrtp23 lysc 225 56 86
1sosFE lamp 1.89 S8 88
lvfaAB 2bat 2.05 65 73
2hf1HY 1pgd 2,12 56 93
2msbAB 1php 2.09 57 86
2pcbAB lwsyB 2.04 48 81
2rslAB 21bp 2.00 58 85
3inkCD lamp 1.87 49 89
3sdhAB lcola 2.02 72 69
4azuAB lpha 1.89 45 78
4rubAB laep 211 51 80

A list of good matches between the dataset of interfaces and that of the
monomers. The percent of the match is the number of matched pairs
divided by the size of the interfaces. For further details see the legend to
Table 4. Examples taken from this table are depicted in Figure 2.

A list of fair matches between the dataset of interfaces and that of the
monomers. The percent of the match is the number of matched pairs
divided by the size of the interfaces. For further details see the legend to
Table 4. Examples taken from this table are depicted in Figure 3.
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1molAB-1aizA 1molAB~1laizA

Fig. 2. Stereo views of the superposition of selected interfaces from group II, with well matched monomers. These are (A) interface
1bovAE (verotoxin-1) with monomer ItplA (tyrosine phenol-lyase), (B) interface 1molAB (monellin) with monomer laizA (azurin),
and (C) interface lrprAB (ROP) with monomer 1bge (granulocyte colony-stimulating factor). The two chains of the interface are
depicted in red and green colors, respectively, with the darker color highlighting the interface region. The monomer chain is colored
blue.
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1vfaAB-2bat

1vfaAB-2bat

Fig. 3. Stereo views of the superposition of two selected interfaces from group III, with fair matching monomers. These are (A)
interface 1fclAB (FC fragment) with monomer 1hplA (lipase), and (B) interface 1vfaAB (FV fragment) with monomer 2bat (neur-
aminidase N2). The two chains of the interface are shown in red and green, respectively, with the darker color highlighting the interface

region. The monomer chain is shown in blue.

protein monomer are a direct outcome of the imposed functional
requirement. Interfacial “functional motifs” differ from structural
motifs, which are borne out strictly owing to hydrophobicity con-
siderations. In this type of motifs, we observe a novel manifesta-
tion of evolution. Results obtained from detailed analyses of such
matchings are expected to bear upon the mechanism of these pro-
teins, their evolution, and the inter-relationship between structure
and function.

Figure 4 depicts the superposition of the 2afnBC:1aozA match.
The nitrite reductase (2afn) is a functional trimer (Godden et al.,
1991) both in the crystal and in solution, with each monomer
containing two similar SB-barrel domains related to plastocyanin
and azurin. On the other hand, the ascorbate oxidase (laoz) is a
dimer in solution and a tetramer in the crystal (Messerschmidt
et al., 1992). In each monomer there are three clear-cut B-barrel
domains resembling the domains found in nitrite reductase. The
functional and structural similarities as well as the sequence align-
ment between these two oxidoreductases have been noted in the
literature (Fenderson et al., 1991; Godden et al., 1991). The active

sites in both oxidoreductases contain two copper sites: the first is
a type I copper in both oxidoreductases, whereas the second is a
type II copper in nitrite reductase, and a trinuclear copper center in
ascorbate oxidase. In both oxidoreductases the type I copper site
acts as an electron acceptor and the other site is the reducing
center. In nitrite reductase, the type I copper accepts an electron
from a type I copper of an attached pseudoazuin (a substrate). It
then donates it via an intramolecular electron transfer pathway to
the type II copper, where nitrite is reduced to nitric oxide. On the
other hand, the ascorbate oxidase, through a similar electron trans-
fer pathway, reduces an oxygen to water with a concomitant one-
electron oxidation of the substrate. Figure 4 illustrates the match
between the intersection of the three domains of ascorbate oxidase
with the two-chain interface of nitrite reductase. This type of match-
ing provides functional evidence that the mechanism of electron
transfer requires a unique spatial orientation of the two copper sites
with respect to each other.

The superposition of the 1ThviAB:Impp match is shown in Fig-
ure 5. The good match is not surprising given that both the HIV-1
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2afnBC-1a0zA 2afnBC-1aozA

Fig. 4. A stereo view of the superposition of the interface (2afnBC) and the monomer (1aozA). The two chains of the interface are
shown in red and green colors, respectively, with the darker color highlighting the interface region. The monomer chain is shown in
blue. The nitrite reductase (2afn) is a functional trimer, with each monomer containing two similar domains. On the other hand, the
ascorbate oxidase (1aoz) is a functional monomer containing three domains. In both oxidoreductases the active sites contain two copper
sites. The occurrence of this type of match between the interface of three domains in the ascorbate oxidase and the interface of the two
chains of nitrite reductase indicates that the mechanism of electron transfer requires a unique spatial orientation between the two copper
sites. One site acts as an electron acceptor and the other at the reaction center is the reducing agent. See text for further details.

protease (1hvi, a functional dimer) and the pepsin (1mpp, a mono- Discussion

mer with two domains), belong to the aspartic protease family. Hence,

the similarity is a straightforward outcome of their biological func- It has long been recognized that protein structures consist of spe-
tion, reflecting the necessity of a unique spatial arrangement of the cific geometric arrangements of their secondary structure ele-
catalytic triad as well as the associated enzymic environment. ments. Some spatial combinations of the a-helices and of the

1hviAB-1mpp 1hviAB-1mpp

Fig. 5. A stereo view of the superposition of the interface (1hivAB) and the monomer (I1mpp). The two chains of the interface are
shown in red and green colors, respectively, with the darker color highlighting the interface region. The monomer chain is shown in
blue. Both the HIV-1 protease (1hvi, a functional dimer) and the pepsin (Impp, a monomer with two domains), belong to the aspartic
protease family. Hence, the similarity is an outcome of the requirement of a unique spatial arrangement of the catalytic triad and the
associated enzymic environment.
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B-strands consistently recur, whereas others are not observed. Some
of the motifs have specific associated biological functions. Others
form parts of larger structural assemblies. The interior of these
motifs is typically hydrophobic. The loop regions connecting them
are typically hydrophilic, exposed to the solvent. Without excep-
tion, the cores of native globular proteins consist of predominantly
hydrophobic side chains. Only a limited number of spatial arrange-
ments of the secondary structures enable obtaining the most fa-
vorable optimal interactions. Because the forces acting at protein—
protein interfaces are those responsible for protein folding, it is
natural that the same types of architectures observed in the mono-
mers would also be manifested in the interfaces (recently reviewed
by Jones & Thornton, 1996), despite the absence of chain connec-
tivity in the latter. Here we address the question of the extent of
this similarity, Exploring the architectures of the interfaces com-
pared to those at protein cores illuminates some of the basic sim-
ilarities and differences between folding and binding.

To conduct such an investigation, three items are critically needed:
a dataset of non-redundant monomer structures; a dataset of protein—
protein interfaces, and a technique for their comparison. Here we
have utilized a dataset of stable interfaces (Tsai et al.,, 1997a),
picked from a larger dataset of non-redundant protein—protein
interfaces, derived from the PDB (Tsai et al., 1996a). We have
further generated automatically all symmetry-related oligomers,
extensively compared these with the existing interface dataset, and
included the unrelated ones in the set used in the analysis. Because
interfaces are composed of unordered fragments of two polypep-
tide chains as well as isolated residues, this investigation necessi-
tates a residue order-independent structural comparison tool. The
availability of our computer vision-based structural comparison
technique has enabled carrying out the comparisons both between
the interfaces and between the interfaces and the monomers, ex-
amining the extent of recurring folding pattern arrangements.

Levitt and Chothia (1976) and Richardson (1977) have postu-
lated already two decades ago that protein globules adopt folding
patterns displaying recurring topologies. In a seminal review, Finkel-
stein and Ptitsyn (1987) have addressed the question of why do
globular proteins fit the limited set of folding patterns. Proteins
may differ substantially biochemically or philogenetically and yet
manifest similar or identical folding patterns, indicating that the
reason for this limited set is likely to be a physical limitation rather
than evolutionary divergence or convergence. Their underlying
simplifying assumption has been that the most favorable set of
folding patterns is determined by the thermodynamic stability rather
than by the protein folding pathways. Finkelstein and Ptitsyn fur-
ther assumed that this stability can be evaluated without taking into
account all the details of the atomic structures.

As expected, despite the lack of chain connectivity between the
two monomers the interfaces display the same architectures as the
cores, reinforcing the recognition that the number of potentially
favorable ways that secondary structure elements can be arranged
while still maintaining thermodynarnic stability is limited. Further-
more, this overall architecturai similarity is obtained despite the
fact that the actual details display considerable variability. How-
ever, this variability is not uniform. When compared to protein
cores, the complexes fall into two major classes, inherently differ-
ent from each other. Interfaces belonging to the first type (derived
from two-state complexes) manifest a high similarity to protein
monomers. Hence, good matches are obtained for this class. On the
other hand, no good geometric superposition is obtained for inter-
faces belonging to the second category (derived from three-state
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complexes). These interfaces resemble the monomers only in gen-
eral architectural outline, exhibiting an appreciably larger extent of
variability.

A single-chain protein can possess more than one domain or
hydrophobic folding unit (Tsai & Nussinov, 1997b). The portion of
a monomer exhibiting similarity to a two-chain interface may in-
volve either a single hydrophobic folding unit, or an interface
between domains in a single-chain protein. Almost all of the 53
examples detected and tabulated in this study belong to the former
case. This type of similarity has been referred to as a “structural”
motif, because hydrophobicity is its major determinant. In such a
motif, the respective biological functions of the monomer and of
its corresponding structurally similar two-chain complex interface,
are most likely unrelated. On the contrary, in the second case, the
similarity between a monomer and a two-chain complex interface
has been imposed by the requirement of their similar biological
functions. This type of similarity has been termed a “functional”
interfacial motif. Two particularly interesting cases illustrating a
similarity between a two-chain interface and an interface between
domains within a monomer have been automatically discovered in
this study. Clearly, such a similarity can provide a clue to the
functional mechanism of the protein. Furthermore, the two cases
observed here provide a unique insight into the evolutionary ad-
vantage exhibited by an oligomeric protein. That is, for a particular
biological function, encoding a single domain protein within a
gene is sufficient to enable the protein to conduct its essential
prescribed function. There is not necessarily a need to encode a
protein with two or more domains.

Focusing on the class of oligomeric proteins whose interfaces
demonstrate a high architectural similarity to the interior of the
proteins shows them to be relatively small if they encompass only
one hydrophobic core. These proteins are unstable as monomers.
Depending on the conditions, in solution the monomers are either
unfolded or folded in a complex. The chains fold cooperatively
and, hence, the structures at the two-chain interface resemble con-
formations typically recurring at the interior of proteins. Compar-
isons of these interfaces with monomers yield a relatively accurate
superposition, reflecting a good fit between the respective C, at-
oms. The conformations of these complexes reflect the lowest free
energy. On the other hand, inspection of the second class illustrates
a larger deviation in the positions of the respective C,s of the
interfaces with respect to similar folding patterns of the monomers.
Interfaces belonging to this class are derived from complexes whose
monomers fold separately with subsequent association as rela-
tively rigid bodies. These so-called three-state model interfaces
arise from already folded monomers, each at its free energy min-
imum. Although some conformational re-arrangement is likely to
take place, maximizing side-chain interactions, in essence only six
degrees of freedom, are available to the associating monomers.
That is unlike the case of the two-state model interfaces, resem-
bling protein folding, with the backbone possessing all degrees of
freedom to attain its most stable configuration. As in rigid-body
binding, the monomers are already folded in solution the absence
of very large patches of hydrophobic surfaces exposed to the sol-
vent certainly makes sense. Hence, the extent of the hydrophobic-
ity at the three-state model interfaces is not as large as either in the
two-state or in protein cores.

This difference between protein cores and two-state model bind-
ing compared to the three-state model suggests that the gap be-
tween the native complex configuration and alternate binding modes
for rigid binding is likely to be appreciably smaller than that ex-
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pected for the two-state binding or for folding. Figure 6 illustrates
this difference between folding and two-state binding on the one
hand versus three-state binding on the other. This schematic dia-
gram serves to illustrate two points. First, the gap between a native
folded protein and its unfolded states (or, a native folded two-state
complex with respect to its two separate unstable monomers) is
much greater than the gap between a three-state complex and the
two separate stable monomers. This is understandable. It is man-
ifested in the dissociation process of a three-state complex: the
complex separates into two chains before each chain initiates its
unfolding process. Second, the number of mis-folded states of
either the polypeptide chain in protein folding or of the two un-
stable monomers in two-state binding is substantially larger than
the number of ways the two monomers can associate in three-state
model binding. This again can be rationalized by the flexibility of
the backbone in the folding of the former and its relative rigidity
in the latter. With only relatively minor movements of side-chain
optimization enabled in rigid-body binding, the requirement of
surface complementarity reduces appreciably the number of po-
tential mis-bound states. Based on this latter fact, solving the pro-
tein docking problem should be substantially easier than solving
the protein folding problem. However, this favorable fact is offset
by the first point noted above, namely, that the energy gap is
narrower between the native three-state complex and the mis-
docked complexes compared to the gap between the native protein
and its mis-folded conformations.

The difference between the two-state and the three-state inter-
faces has some direct implications toward understanding and pre-
dicting protein associations. While prediction approaches have made
a significant progress over the last years, they are still faced with

Energy

Conformations

Fig. 6. A schematic diagram illustrating the relative energy gap and the
relative number of local minima with respect to the global minimum (na-
tive conformation). These are shown for protein folding or a two-state
model binding complex (solid line) compared to a three-state model com-
plex (dotted line). The figure illustrates two points. First, the gap between
a native protein and its mis-folded states (or a native two-state complex and
the two mis-folded monomers) is much greater than the gap between a
native three-state complex and the non-native complexes. Second, the mis-
folded conformations of a protein or of the two unstable monomers from a
two-state complex, outnumbers the non-native complexes from two folded
monomers of a three-state complex.
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a major hurdle, namely distinguishing the native from the non-
native docked configurations. The number of geometrically feasi-
ble docked configurations can still be substantial, especially for the
real-life cases, where one docks molecules whose structures have
been determined separately, and hence, considerable surface vari-
ability can be expected to exist. Furthermore, as reasoned above,
for most systems multiple binding conformations are expected,
given that the energy gap between alternate bound associations can
be quite small.

It is therefore not surprising that developing a scheme for scor-
ing the docked binding modes, which would be applicable to all
protein—protein complexes, and successfully and uniquely discrim-
inate “correct” from “incorrect” docked configurations, has been
proven to be an exceedingly difficult problem. One frequently used
approach is modeled after schemes for assessing protein folds, that
is to utilize protein—protein interfaces for obtaining statistics on
occurrences of residues or atoms that are in contact across the
interface. These residue-residue, or atom—atom statistics are sub-
sequently employed in evaluating docked conformations. Al-
though inherently logical, owing to the nature of the rigid binding
constraints, deriving and applying a set of statistically based po-
tential functions for docking molecules can be anticipated to en-
counter difficulties.

In a particularly insightful work, Finkelstein et al. (1995) ad-
dress the dilemma associated with the utilization of energy mini-
mization as a reliable tool in the prediction of protein structure.
Finkelstein et al. argue that even a relatively small uncertainty in
the energetic parameters that are employed to assess the stability of
predicted conformations can lead to an exponential increase in the
number of calculated potential native folds. As Shortle et al. (1996)
note, this argument is of particular significance because the energy
function utilized is always an approximation of the “true” energy.
AE, the difference between the energy of the “correct” structure
and that obtained for the lowest energy structure represents the
error in the calculations. As AFE increases, the number of alternate,
incorrect, conformations increases exponentially. Clearly, errors
increase the uncertainty of the energy, and hence, the number of
predicted structures grows exponentially with the energy. Further-
more, Finkelstein et al. argue that for a given level of error, the
listing of the candidates would be particularly long when the en-
ergy gap between the native and alternate conformations is small.

Conclusions

Inspection of the motifs in the monomers with respect to those at
protein—protein interfaces illustrates similarities between these two
categories. This has been expected. The statistics of secondary
structural composition indicates that there is no preference for a
particular secondary structure element at protein—protein inter-
faces. In addition to the frequently observed “structural” motifs
containing a hydrophobic core, two “functional” interfacial mo-
tifs have been discovered via an all-against-all structural com-
parison between the dataset of the single chain monomers and
that of the interfaces. Unlike the “structural” motifs, the “func-
tional” motifs involve two or more domains (or hydrophobic
folding units) of a single-chain protein. This type of similarity
between an interface and a chain is imposed by their common
biological function.

The number of potential favorable arrangements of interacting
secondary structure elements is limited (Finkelstein & Ptitsyn,
1987), and similar arguments can be advanced to protein—protein
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associations as those that have been noted for single protein chains
(Chothia, 1992; Alexandrov & Go, 1994; Crippen & Maiorov,
1995). The fact that connectivity does not determine the type of
fold is consistent with studies of single chain proteins where loops
have been cleaved and yet similar motifs have been observed.
Hence, while chain connectivity increases the effective concentra-
tion of the units, it does not specify the packing architecture.

Nevertheless, the absence of chain connections across the inter-
face on the one hand, and the difficulty in maximizing the side-
chain (and backbone) interactions in recognition and binding on
the other hand, indicates that some differences should be expected
as well. It is those differences, within the framework of the similar
architectures (Lin et al., 1995), which are particularly illuminating.
Although the interfaces of three-state model complexes, represent-
ing rigid-body binding, resemble in outline the folding patterns
observed in protein cores, they illustrate a considerable extent of
variability. On the one hand, it rationalizes both the multiple po-
tentially feasible alternate binding modes, and the difficulty in
distinguishing between the native and non-native configurations,
on the other hand it also suggests the feasibility and attractiveness
of using structural templates in protein recognition.
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Appendix A

To generate symmetry-related proteins around a particular protein chain is
not a trivial task. To begin with, one needs to build symmetry operators for
every space group appearing in the PDB (Bernstein et al., 1977) files, and
to take care of all possible different notations in some space groups. In
principle, two separate operations are needed to rebuild the crystal packing
around a particular chain. First, crystal symmetry operations are applied to
molecules in the asymmetric part of a unit cell in order to fill up the crystal
packing inside a unit cell. Second, cell duplications (3 X 3 X 3 cells) along
three crystal axes are utilized to generate the crystal packing between cells.
In general, molecules in the asymmetric part of a unit cell are all stored in
the PDB files. However, molecules in the asymmetric unit are sometime
related by non-crystal symmetry. In that case, some PDB files might store
the coordinates of only one molecule and give the corresponding transfor-
mation matrices in the “MTRIX"” record. Hence, we begin by applying any
transformation matrix given in “MTRIX” to generate all molecules occu-
pying the asymmetric unit.

To be convenient to the general user, the stored coordinates in the PDB
file have been converted from the deposited fractional coordinates to or-
thogonal Cartesian coordinates. Because crystal symmetry operators are
only applicable to fractional coordinates, one has to re-convert the stored
coordinates back to the original fractional coordinates. Fortunately, the
transformation matrix is specified in the “SCALE” record. After the crystal
symmetry operation plus cell duplication (by adding, or subtracting, one
to/from the fractional coordinates), we apply an orthogonal matrix to con-
vert the fractional coordinates back to orthogonal coordinates. The orthog-
onal transformation matrix has been calculated by the six lattice constants
according to the specification in the PDB format manual. Unfortunately,
for some PDB files, the interconversion between fractional coordinates and
Cartesian coordinates are inconsistent. To fix this problem, we have made
an extra transformation to the final Cartesian coordinates. When encoun-
tering an inconsistency, we superimpose the Cartesian coordinates that
have been generated through the fractional-orthogonal conversion process
onto the original stored Cartesian coordinates in order to find the “fix”
transformation matrix. Although most PDB errors can be recovered by this
extra “fix” operation, there are still a few PDB entries with inherent errors,
owing to a substantial atomic overlap between the symmetry-related units.
In such cases, the PDB entry was simply excluded from our calculations.

In a six-character notation of the interface generated by the symmetry
operation, the first four characters represent the PDB code, and the fifth
character is the chain identifier (if not given in PDB file, it has been
replaced by a “0” character). The sixth character specifies how the symmetry-
related chain was generated. If it is a number, it has been generated by the
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transformation matrix given in the “MTRIX” record, and the number cor-
responds to the order of the transformation matrices. We only consider the
first 12 transformation matrices although some PDB entries give as many
as 59 matrices. If the sixth character is a lower case letter (starting with “a”
along the alphabet order), it has been generated by crystal symmetry op-
eration. In our scheme, the identification of a nearby protein generated by
the symmetry operation is specified by its distance to the protein, given in
an asymmetric unit. The distance is calculated between the centers of the
two molecules. The sixth letter refers to the symmetry-related protein as
being specified by the order of its distance to the asymmetric protein,
starting from the closest one.

Appendix B

A list of 187 stable protein—protein interfaces and 38 oligomeric interfaces
(Tsai, et al., 1997a) generated by crystal symmetry operation.

1041ABR laarAB labbCD 2afnBC lalkAB latnAD latpEIL
lbabAD 1lbarAB 1bbbAB 1bbhAB 1bbpBD 1bbrLE 1bbrHE
1bbrKG 1bbtl2 1bbtl4 1bgsBF 1lbmvl2 1bovAE 1bsrAB
lcauAB lcaxCF lchmAB 1choEI 1chrAB 1cmbAB 1lcolaB
lcosAB 1lcpcAB lcseEI lcsgAB lctdAB 1d66AB 1fbaaB
1fbaAD 1fclAB 1fc2CD 1fcbAB 1fiaAB 1fodl2 1gdlPpQ
1gdhAB lggaAB lglaFG lgmaAB 1lgplAaB 1lhgeBF lhgeEF
lhgtLH 1lhgtHI 1hhhAC 1hhjAB 1hilCD 1hleAB 1hviAB
lhunAB 11dnFG 111dAB 1lmb34 1ltaEC 11ltsDE 11tsAC
1mchAB 1mcolH 1mecl3 1minAD 1minBD 1minCD 1mioAB
1mioBD lmypBD 1nipAB 1nscAB lovaAB 1ovoAB 1pdgaAB
1pfkAB 1plfaB 1plfAC 1plfBD 1poxAB 1pp2RL lprcCL
lprcCM 1lprcLM lprcLH lprcMH lpsaAB 1ptsAB lpyaaAC
lpyaDE lpyaEF 1lpydAB 1lpygAB 1r0913 1lragBD 1rfbAB
1rhgAC 1lribAB lsacAB lscmAB lscmAC 1srnAB 1sryAB
1stfEI 1tbpAB ltmel2 ltmel3 1tme34 1tnfAB 1ltplAB
1trkAB 1troAC 1trzBD 1lvfaAB 1lvsgAB 1lwsyAB 1ximAB
1ximAC 1ximAD 2aaiAB 2bbkHL 2bbkLJ 2bbnAB 2bpal3l
2ccyAB 2cgrLH 2cwgAB 2fb4LH 2gstAB 2hhmAB 2hmzCD
2hppHP 21tnAC 21tnCD 2nckRL 20hxAB 2pcbAB 2pccCD
2pfkAB 2plvl2 2plvl4d 2plv23 2polAB 2scpAB 2spcAB
2tmdAB 2tprAB 2tscAB 2tunAD 2utgAB 3aahAC 3aahCD
3ecaAB 3ecaBC 3ecaBD 3gapAB 3hhrAB 3insAB 3ladAB
3mcgl2 3monCD 3rubLS 3sc2AB 3sdhAB 3sgbEI 4chaAB
4ctsAB 4fbpAC 4fbpCD 4htcHI 4rubBC 4rubCV 4rveAB
4ts1AB 5cnaBD 5cnaCD 5cscAB SrubAB 7aatAB 7timAB
8catAB 8fabCD 8rsaAB 91dtAR 9rubAB

lbamla lcaeOb lcafOc 1ldgdOa 1dgeOc 1dupAl 1grl0l
lgsala 1lhcy0l 1idmOa 11gr0l1 11gr06 11ih0a 1malOl
lmpfl0a 1mscOa 1pthOl 1pyp0l lrpola 1svb0d 1ltrbOa
2bb20a 2gn50a Z2mnrla 2mnr0Ob 2pgdla 2rhela 2sblB1
2ssila 2tctl0a 2tgila 4enllfa 51dh0b 61dh03 7catAa
7catdb 7icd0a 81dh02



