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Abstract 

Nine nonnative conformations of ubiquitin, generated during two different thermal denaturation trajectories, were 
simulated under nearly native conditions (62 "C).  The simulations included all protein and solvent atoms explicitly, and 
simulation times ranged from 1-2.4 ns. The starting structures had a-carbon root-mean-square deviations (RMSDs) 
from the crystal structure of  4-1 2 8, and radii of gyration as high as 1.3 times that of the native state. In all but one case, 
the protein collapsed when the temperature was lowered and sampled conformations as compact as those reached in a 
control simulation beginning from the crystal structure. In contrast, the protein did not collapse when simulated in a 60% 
methanol: water mixture. The behavior of the protein depended on the starting structure: during simulation of the most 
native-like starting structures ( 3  8, RMSD to the crystal structure) the RMSD decreased, the number of native 
hydrogen bonds increased, and the secondary and tertiary structure increased. Intermediate starting structures (5-10 8, 
RMSD) collapsed to the radius of gyration of the control simulation, hydrophobic residues were preferentially buried, 
and the protein acquired some native contacts. However, the protein did not refold. The least native starting structures 
(10-12 8, RMSD) did not collapse as completely as the more native-like structures; instead, they experienced large 
fluctuations in radius of gyration and went through cycles of expansion and collapse, with improved burial of hydro- 
phobic residues in successive collapsed states. 
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In general, native states of globular proteins are compact, show 
preferential burial of hydrophobic residues, have paired hydrogen 
bond donors  and  acceptors,  and  adopt one consensus  three- 
dimensional structure. The relative importance of forces that sta- 
bilize the native state is still debated, but reduction of nonpolar 
surface area, electrostatics, hydrogen bonding, and the conforma- 
tional preferences of the amino acids are widely accepted as con- 
tributors to protein structure and stability. The importance of the 
pathways from unfolded to native states stems from the combina- 
torics of the protein folding problem; many small globular proteins 
unfold and refold reversibly to the same native structure (Anfinsen, 
1973; and for exceptions see Baker & Agard, 1994), but they 
cannot search all possible conformations for the most stable state 
in a reasonable period of time  (Levinthal,  1969;  and see review by 
Dill, 1990). 

In light of these findings, there must be mechanisms to limit the 
conformational search to particular regions of conformational space 
or to narrow the pathways between the unfolded and native states. 
However, the mechanisms and pathways by which a protein pro- 
ceeds from unfolded states to the native state are disputed. Two 
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simple models are commonly considered, the framework model 
and the hydrophobic collapse model. According to the framework 
model, native-like secondary structure is first formed locally (in 
sequence) followed by a more complete collapse to the native state 
involving the formation of topologically distant (in sequence) ter- 
tiary contacts (Ptitsyn & Rashin, 1975; Kim & Baldwin, 1982, 
1990). On the other hand, the hydrophobic collapse model predicts 
that the first step in protein folding involves collapse to bury 
nonpolar residues, and subsequently, the protein rearranges to form 
secondary structure and finally the native state (Ptitsyn, 1987; 
Baldwin, 1989). Not surprisingly, the fundamental driving forces 
for these two extremes differ; local conformational preferences and 
hydrogen bonding are invoked to explain the framework model 
and the hydrophobic effect is presumed to drive collapse. Of course, 
contributions from all of the above are both possible and probable. 

To paraphrase Fersht and colleagues, the early events in protein 
folding currently make up the most obscure and controversial area 
of folding because these events have been inaccessible to experi- 
ment (Prat  Gay  et al., 1994; also see Evans & Radford, 1994; 
Engelhard & Evans, 1996), although experiments are beginning to 
access these time scales (Plaxco & Dobson, 1996; Wolynes et al., 
1996; Eaton et al., 1997 and references therein). Computational 
techniques may also provide information about these experimentally- 
inaccessible events between the unfolded states and late folding 
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intermediates. Most computational  methods treating collapse and 
folding  pathways  have relied on  simple  models that usually only 
incorporate a limited number of energy parameters or simplified 
representations of the  proteins  and  its  environment  (Levitt & 
Warshel, 1975; Covell & Jernigan, 1990; Skolnick & Kolinski, 
1990; Moult & Unger, 1991; Guo  et al., 1992; Hinds & Levitt, 
1992,1994; O’Toole & Panagiotopoulos, 1992; Camacho & Thiru- 
malai, 1993; Karasawa  et al., 1993; Covell, 1994; Hao et al., 1993; 
Sali et al., 1994; Bryngelson et al., 1995; Dill et al., 1995). These 
low-resolution techniques  have  the  advantage that the  energetics  of 
many distinct  conformations  can be evaluated,  and in some cases 
exhaustive  enumeration of discrete  approximate  conformations is 
possible. 

In contrast to such  simplistic models, molecular  dynamics sim- 
ulations of proteins  including all atoms in explicit solvent  can, in 
principle, depict  early  stages of folding without assuming a par- 
ticular dominant  driving  force  and without the  limitations of lattice 
representations. To objectively investigate  events in folding,  one 
must employ  the same force  field used for  studies of the native 
state and unfolding process. That is, new terms to drive  the  process 
should not be included. Instead, the noncovalent interactions that 
represent the largest contributions to the  forces that guide the 
motion of the protein in these  other  situations must also drive 
collapse. For  example,  the  hydrophobic  effect  should result from 
the balance of forces in the  standard pairwise interactions between 
different atoms, and in this  work they are not introduced ad  hoc. 
Similarly, a simple  Coulombic term with standard parameters is 
used for representing  hydrogen bonds and other electrostatic 
interactions. 

To  date,  there  have  not been any molecular  dynamics solution 
simulations of a protein addressing  the possible early  stages of 
folding. Instead,  molecular  dynamics  simulations have focused  on 
the  unfolding  process and characterization of predominantly early 
unfolding  events  (Daggett & Levitt, 1992,  1993; Mark & van 
Gunsteren, 1992; Daggett, 1993; Tirado-Rives & Jorgensen, 1993; 
Vishveshwara et al., 1993; Caflisch & Karplus, 1994,  1995; Li & 
Daggett, 1994,  1996.  1998; Alonso & Daggett, 1995; Hunenberger 
et al., 1995; Daggett et al., 1996; Laidig & Daggett, 1996; Storch 
& Daggett, 1996; Tirado-Rives et al., 1997). These  early kinetic 
unfolding  events are expected to  occur late in the  folding process. 
Recently, such  molecular  dynamics  simulations  have  also been 
used to characterize the dynamical  and structural properties of the 
denatured state  (Bond et al., 1997; Kazmirski & Daggett, 1998). 
Nevertheless, simulations  starting  from unfolded structures may 
provide insight into the  forces  driving  collapse and/or secondary 
structure formation. Recently, using a different, but complemen- 
tary approach,  Bozcko  and  Brooks (1995) and Guo  et al. (1997) 
have investigated the  energetics  of  this  process  and outlined the 
general folding  in  terms of thermodynamic  coordinates. 

Here, we describe  unconstrained, all-atom molecular  dynamics 
simulations with explicit water, in which expanded  nonnative start- 
ing structures of ubiquitin collapse to a common state. The starting 
structures  were  generated by simulated thermal denaturation of the 
crystal structure (Fig. 1). The nonnative starting  structures had 
a-carbon root-mean-square deviations (RMSDs) from the  crystal 
structure ranging from 4-1  2 8, and radii of gyration 1.3 times  the 
native value. During the  subsequent  simulations  under quasi-native 
conditions (335 K and low pH), all but one of these  nonnative 
starting  structures collapsed to the same radius  of gyration as that 
of the simulation starting with the crystal structure. Elevated tem- 
perature was used for the quenched simulations to facilitate  con- 

Fig. 1. Ribbon  representation of the  ubiquitin crystal structure (Vijay- 
Kumar  et  al.. 1987) highlighting the secondary structure. The p-strands are 
numbered sequentially as they occur in the sequence: PI. residues 1-8; p2, 
residues 11-18: p3. residues 40-45: p4. residues 45-48; and p.5, residues 
68-72. The cr-helix comprises residues 23-33. There is also a short 3-10 
helix  between  residues SO-54. 

formational  transitions relative to 298 K. and 335 K and low pH 
was chosen because the protein is quasi-stable under these condi- 
tions  (Harding  et al., 1991). The two starting  structures that were 
very similar to the native  structure (native-like, 4 5 RMSD 5 5 A) 
became more native-like by all criteria  considered, and appear to 
represent the quasi-stable “native” state  under  these conditions of 
elevated temperature  and low pH. Intermediate  starting  structures 
(intermediate, 5 < RMSD 5 10 A) formed some native secondary 
and tertiary structure, but they did not refold. The most nonnative 
starting  structures (unfolded, 10 < RMSD I 12 A) did not acquire 
native structure, and instead experienced nonspecific collapse and 
continued  tosample different regions of conformational space by 
expanding and re-collapsing. 

Results 

We report the results of simulations of nine different nonnative 
starting  structures of ubiquitin under  conditions that favor folding. 
The unfolded starting  structures were generated from high tem- 
perature denaturation simulations of the crystal structure of native 
ubiquitin. A brief description of  the unfolding pathways is given to 
illustrate the properties of the extracted (starting)  structures  for the 
quenched simulations. The simulations of the nonnative starting 
structures  are then presented in three  separate  groups based on the 
degree of unfolding in the starting structures: (1) native-like struc- 
tures (slightly expanded  from  the crystal state but with many of the 
native topological contacts); (2) intermediate  structures (expanded 
relative to the crystal structure with few native topological con- 
tacts, designated intermediate because they fall roughly between 
groups 1 and 3); and (3) nonnative.  unfolded  structures. 

The  unfolding  simulations  and  generation 
of starting  structures 

The starting  structures for the collapse  simulations were extracted 
from a broad sampling  of  two  low  pH denaturation simulations at 



862 

498 K, designated Dl and  D2. The a-carbon RMSD from  the 
crystal  structure  for ,these two  denaturation  runs  and  for  298 K 
native  control  simulations  (N298  at  low pH  and  N298n  at neutral 
pH) is given in Figure 2. The RMSD for the N298n control  sim- 
ulation  was  1.8 A over  the  last 0.5 ns of  the  2.4 ns trajectory 
(Table 1). Considering  a  longer  time period, 1 .O-2.4 ns, the RMSD 
ranged  from a short-lived  maximum  of  2.5 8, at 1.3 ns to 1.2 A at 
1.9  ns,  with  an average of  1.8 A. Low  pH destabilized  the  protein, 
yielding  a RMSD  of  2.7 A for'the N298  control  after 1.6 ns. The 
points  along  the  high  temperature  denaturation  trajectories  from 
which the  structures  were  extracted are indicated,  and  these  struc- 
tures are given as insets  to  Figure  2,  with  labels  from I-A to 1-1. The 
deviation  from  the  starting  structure  provides  an  overview  of  the 
two  denaturation  simulations  but  no  details  on  the  specific  struc- 
ture  lost. 

In the Dl  simulation,  the  protein  lost  helix  docking  and  tertiary 
contacts  within 0.05 ns (50 ps),  which  was  then followed by a  loss 
of interactions  between  p-strands 1 and  2  Ip(1-2)]  in  the  next 
25  ps (see  Fig.  1  for  secondary  structure  designations).  Contacts 
between  p(1-5)  were  disrupted  at  -0.14 11s. Though  the  p(1-2) 
main  chain  contacts  were  lost  early,  they  fluctuated  with  time  and 
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periodically  dropped  below 5 A. III contrast,  the  contacts  between 
p(1-5)  remained  consistently  above  15 A after 0.25  ns. 

In the  second  denaturation  simulation  (D2),  the  helix  docking 
contacts  were  also  lost  very  early,  and  by 0.05 ns the  distances 
between  the  ends  of  the  helix  and  the  closest  point on the  &sheet 
had  increased  from 5 to 7 A at  the  N-terminus,  and to 10 A at  the 
C-terminus.  Denaturation  of  the 8-sheet proceeded  more  slowly 
than  in Dl. The  contacts  between  p(1-5)  remained  intact for the 
first 0.18 ns of the  simulation.  Then, all of these  contacts  broke 
within 0.02  ns  of  one  another.  Similarly, the  contacts  between 
p(3-5)  broke  at  approximately  0.3  ns. In contrast, p(1-2)  imme- 
diately  began  fraying  from  the  top of  the  sheet, as depicted  in 
Figure  1  (residues  2  and  16),  but it was  not until 0.45 ns  into  the 
simulation  that  all  of  the  contacts  between  the  strands  were  lost. 

Nine  structures  were  extracted  from  these  denaturation  simula- 
tions  for  investigation  under  near-native  conditions  (Fig.  2). The 
a-carbon RMSD  from  the  crystal structure  and  the  radius of gy- 
ration (R,) of the  extracted  structures are given  in  Table  1.  The 
starting  structures  spanned  the  range  from  being  slightly  expanded, 
but  native-like, to almost  completely  unfolded. The percentage  of 
repeating  native p-structure in  the  plateau  regions of Dl  and  D2 

I I I I I I I I I I I I 1 I I I A I 

0 '  I I I I I I I I I I I I I 
I I I 

0 0.1  0.2  0.3  0.4 0.5 0.6 0.7 0.8 0.9 1.0  1.1  1.2  1.3  1.4  1.5 1.6 

Time (ns) 

Fig. 2. The  a-carbon  RMSD  from  the  crystal  structure  plotted as a  function of simulation  time for the  native  298 K control  simulation 
at  low (N298) and  neutral  pH (N298n), and  the  two  denaturation  simulations  at 498 K (Dl and  D2). Optimal superposition of structures 
to  remove  rotational  and  translational  motion  was  achieved  using  the  method  described  by  Kabsch (1976) and only residues  1-72 are 
included  in  the  calculation.  Main  chain  ribbon  traces of each of the  starting  structures for the  quenched  simulations are illustrated  and 
labeled. The protein  structures are colored  from  red  at  the  N-terminus through blue  at  the C-terminus. Positions of native  secondary 
structure are depicted as a  thickening of the  ribbon (this does not mean  that  the  structure  was  native,  however). 
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Table 1. Summary of simulations and overall properties observed 

Properties of starting  structuresa  Simulations in waterb  Simulations in 60% methanolb 

Quench  Initial 
time Rz 

Origin (ns) (A) 
Native starting structures 
N298n  Xtal - 11.5 
N298  Xtal - 11.5 
N335  Xtal - 11.5 

Native-like  starting  structures 
I-A Dl 0.06 12.9 
I-B D2 0.25 13.3 

Intermediate  starting  structures 
I-c Dl 0.20 14.5 
I-D Dl  0.25 14.6 
I-E Dl 0.35 14.2 

Unfolded  starting  structures 
I-F Dl 0.45 14.6 
I-G D2 0.80 14.1 
I-H D2 1.50 13.3 
1-1 D2 1.53 14.2 

Initial 
RMSD 
(A) 

Simulation 
time 
(ns) 

Best & (final) Simulation  Final  Best 
RMSD Collapse time R, RMSD 
(A) observed? (ns) (A) (8) 

- 
- 
- 

4.0 
5.0 

7.6 
9.5 
9.1 

10.1 
11.1 
10.5 
11.2 

2.4 
1.6 
2.4 

1 .o 
1 .o 

2.4 
2.4 
1.4 

1 .o 
2.4 
2.4 
1 .o 

11.6 
12.1 
12.5 

12.4 
12.4 

12.3 
12.6 
13.4 

15.3 
13.1 
13.5 
12.9 

(1 3 )  
(2.7) 
(4.0) 

3.1 (3.7) 
3.1 (4.2) 

5.7 (7.5) 
6.1 (7.3) 
8.2 (8.7) 

9.3 (10.2) 
10.0 (10.9) 
10.1 (12.1) 
10.5 (11.1) 

Yes 1 .o 13.3 4.0 
Yes 0.1 13.5 5.0 

Yes 2.4 14.4 7.6 
Yes 0.4 16.1 9.5 
Fluctuating 

No 
Fluctuating 
Fluctuating 
Fluctuating 

Collapse 
observed? 

- 

- 
- 

No 
No 

No 
No 

aThe  designation  for  each simulation is given in the  first  column: “ N ’  indicates  that  the  simulation  began  from  the crystal structure (Xtal), “I” that it 
began  from a nonnative  structure  sampled  from a high temperature  denaturation  trajectory (Dl or D2). Quench  time:  the  time  during  the  denaturation 
simulations when a structure was extracted  for  simulation at lower  temperature. Initial R,: the  radius  of  gyration  of the starting structure,  calculated as 
described in the  legend to Figure 5.  Initial RMSD; the a-carbon RMS deviation  from  the crystal structure,  calculated  as  described in the  legend  to  Figure 2. 

bSimulation  time: the duration of the  native  (either at 298 or 335 K )  and  quenched  simulations  under  quasi-native  conditions of  335 K and low pH or 
in 60% methanol.  Final R,: the average radius of  gyration  over  the  last 0.5 ns of  each  simulation.  Best RMSD: the minimum a-carbon RMS deviation  from 
the  crystal  structure  observed  during the simulation  (not  given  for  simulations starting from  the crystal structure).  Final RMSD: the average a-carbon RMSD 
from  the  crystal  structure  over the last 0.5 ns of the  simulation, given in parentheses.  The C, RMSD values decrease by 1-2 8, when  compared to the  control 
at 335 K, N335. 

was nearly zero (3%), but the a-helix remained -70% intact through 
approximately the first nanosecond of both the Dl and D2 simu- 
lations, after which it dropped and oscillated between adopting a 
single helical turn and 0% helix. Discussion of the specific struc- 
ture present in the starting structures is deferred until later, where 
we examine five of the collapse simulations in detail. 

The quenched simulations 

This section describes the results of simulations of the nonnative 
starting structures under native-like conditions. A slightly elevated 
temperature (335 K, 62°C) was used to facilitate conformational 
transitions while remaining near-native conditions, as judged by 
experimental studies (Harding et al., 1991). Unless otherwise noted, 
all simulations were performed in water at 335 K. Other simula- 
tions are also presented for comparison but are not discussed in 
depth: N298 and N298n (introduced above), and I-X,,,, simulations 
beginning with partially unfolded structures at 335 K in 60% meth- 
anol (Alonso & Daggett, 1999, where X denotes the starting struc- 
ture and the  subscript M is used to distinguish the methanol 
simulations from those in water. 

Briefly, our results fall into  three main categories: (1) the native- 
like and compact starting structures (I-A and I-B) collapsed and 
regained most native properties; (2)  the intermediate starting struc- 
tures (I-C, I-D, I-E) collapsed to a compact state with many native 
properties as well as substantially misfolded sections; and (3) the 

most nonnative structures (I-F, I-G, I-H, and 1-1) collapsed but then 
fluctuated between collapsed and expanded states, with the excep- 
tion of I-F, which did not collapse. To simplify the discussion of 
the various results, we discuss representative structures from these 
three groups rather than present the details of all simulations. This 
breakdown along the folding/unfolding reaction coordinate is sim- 
ilar to that described by Matthews (1993) in reviewing experimen- 
tal work. 

Native-like starting structures 

During the course of the simulations of I-A and I-B, the protein 
gained native secondary structure and native hydrogen bonds, and 
the RMSD from the crystal structure decreased. However, the I-A 
and I-B starting structures were native-like based on RMSD from 
the crystal structure (4 and 5 A, respectively) and radius of gyra- 
tion (1.1 times native) (Table l). Nonetheless, there were also 
significant differences between these starting structures and the 
native state. As mentioned in the previous section, the helix pulled 
away from the P-sheet early in the denaturation simulations. The 
distances between residues at either  end of the helix and residues 
in p 2  in I-A increased to about 11 A, as compared to 5 8, in the 
crystal structure. The helix pulled away further but unevenly in 
I-B; the distance between the N-terminus of the helix and p2 
increased to 1 1  A, whereas the distance from the C-terminus of the 
helix increased to  20 A. 
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The C ,  RMSD of I-A decreased to 3.5 A during the simulation 
(averaged over the last 100 ps) with a minimum value of 3.1 A, 
illustrating that the most native-like structures obtained during the 
quenched simulations remained dynamic at 335 K, and were not 
locked into a particular conformation after collapsing. However, 
the minimum RMSD was maintained when the structure were 
quenched to 298 K, as was also found for the other simulations 
discussed below (data not presented). The final I-A structure was 
evaluated using the program Procheck (Laskowski et al.. 1993)  as 
an independent and objective evaluation of the structure. and the 
output from the “secondary structure and estimated acccssibility” 
portion of this program (Fig.  3) illustrates that the protein acquired 
secondary structure in PI. p2, and the 3-10 helix. Similarly, com- 
parison of the hydrogen bonding patterns in the initial and final 
1 ns I-A structures and the crystal structure illustrates that native 
hydrogen bonds were acquired during the course of the simulation, 
although some hydrogen bonds were long (3 5 d 5 4 A) due to the 
increased temperature and associated expansion of the protein at 
335 K (Fig.  3). But, since hydrogen bonds are represented by a 
Coulombic potential in our simulations, there are still appreciable 
electrostatic interactions between charged groups at 4 A. Never- 
theless. eight hydrogen bonds were acquired between P(1-2). for 
example. The hydrogen bonds not associated with regular second- 
ary structure, those between residues 22 and 52, did not reform 
during the I-A simulation, and these were also lost in  the N335 
control simulation. 

During the I-€3 simulation. the contacts between the helix and 
P-sheet were re-established (see the side view in Fig. 4B). The 

@sheet in  the starting structure was more regular and planar than 
the curved surface more typical of a  p-sheet; however, during the 
simulation, the sheet became more native-like and, hence, less 
uniform. The final structure differed from the crystal structure in 
two main aspects. The  P-sheets were not precisely native, as char- 
acterized by (4.4) angles; this can be seen in Figure 4 as the 
uneven shading in the ribbon depicting PI. The number of main 
chain-main chain hydrogen bonds increased from 33  to 51 during 
the simulation and was comparable to that of  N298n (also at 51). 
Furthermore, the RMSD decreased by -2 A during the simulation 
comparable to that of the N335 control simulation (Fig. 4A) and 
many native contacts were established (Fig. 4C). 

Intermediate starting structures 

General properties 

We dub three structures (LC, I-D, I-E) extracted from the de- 
naturation trajectory as “intermediate” nonnative structures. Their 
RMSD from the crystal structure ranged from 7.6-9.5 A (Table 1, 
Fig. 2). Not only did these partially unfolded starting structures 
differ from the crystal structure, but they were structurally hetero- 
geneous, differing greatly from one another. For example, the 
a-carbon RMSD between the I-C and I-D starting structures was 
6 A, and that between I-C and I-E was >7 A. 

In two of these cases (I-C and I-D), the protein collapsed to 
approximately the same radius of gyration as that of the N335 
simulation (Table 1 ; Fig. 5A). The rate of collapse differed, how- 

Procheck  Evaluation of Secondary  Structure 

I-A: Initial 

I-A: 1.0 ns 

Crystal  Structure 

Hydrogen  Bonds 
I-A: Initial I-A: 1.0 ns 

I “ ” ” ’  47 

01 I * I I t 

0 1 0 ~ 0 3 0 5 0 M 7 0  

Acceptor  Residue  Numbers 

Crystal  Structure 

56 
70 . 

Fig. 3. Secondary structure and hydrogen bond content for the I-A simulation. Secondary structure was evaluated using the program 
Procheck (Laskowski  et al.. 1993).  The hydrogen hond maps show interactions between main chain oxygens listed on the x-axis and 
hackhonc amide hydrogens on the x-axis. A 3 A cutoff was used for the solid squares and 4 h was used for the crosses. No angular 
constraints were used. Thc number of pairs under 3 A is given explicitly in the right-hand comer. For comparison. the final structure 
from the N398n control simulation contained 5 I hydrogen honds given the 3 h cut-off. 
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t 1 
0 ‘  I 

Time (ns) 
0 0.05 0.10 0.15 0.20 0.26 0.30 0.35 0.40 0.45 0.50 

B 
Front View 

C 

0.20 ns 

7 

0.41 ns Crystal  Structure 

I 

Residue  Number 

Fig. 4. Properties of the I-B simulation. A: The C, RMSD from  the  crystal  structure of the I-B and N335 simulations as a  function 
of time. B: Main  chain  traces  depicting  some of the  structural  changes  occurring  during  the  simulation  are  displayed.  The  structures 
from a l l  time  points  are  shown in  two  orientations:  the  top is the  standard  orientation, as given in Figure 1, and  the  bottom is a  side 
view  with  the p2 strand in front on the  left. The positions of  the native  secondary  structural  regions  along  the  sequence  are  depicted 
as  a red ribbon. C: a-Carbon contact  maps  for  the  structures  shown  in B. The  contact  maps  are  colored  according  to  the  following 
C,-C, contact  distances:  blue, d 5 5 A; red, 5 < d 5 7.5 A; and green, 7.5 < d 5 10 A. 

ever; I-C collapsed  to  the  radius of gyration of the N335 simulation The  observed  collapse  was  solvent  dependent:  structures col- 
in -0.5 ns, while it took I-D -1.5  ns  (Fig. 5A). The a-carbon lapsed  in  water  and  did NOT collapse in 60% methanol  (Table 1 
RMSD from  the  crystal  structure for these  simulations also de- and  compare  the I-C and I-CM curves  in  Fig. 5A). This  effect  is 
creased  (Table  1). In the third  simulation, I-E, the  protein  col- also reflected in the  solvent  accessible  surface  area  (Fig. 5B). In 
lapsed,  but to a  lesser  degree  and  oscillated  with  time  (Table 1). water, the solvent  exposure of  both the  hydrophobic  and  polar 
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Fig. 5. The radius of gyration  and the solvent  accessible surPacc area as a 
function of  time  for  partially  unfoldcd  structures (I-C and I-D) in pure 
water or 606  MeOH  (subscript M) compared to starting from the  crystal 
structure (N335). The  values  are plotted as  running  averages  over 1 ps. 
A: The radius of gyration was calculated using thc positions ofthe a-carbons: 
R ,  = I/nC(r,  - (r))', whcrc r, represcnts the position  vector of each 
a-carbon and (r) is the  averagc position of those  carbons, l /nX(r,) .  
B: The  solvcnt acces5ible surface arc! was  calculated  using thc method of 
Lee and Richards (1971) with a 1.4 A probe. 

amino acids decreased over the course of the simulations, but the 
hydrophobic residues lost on average eight times as much surface 
area per residue as the polar groups (Fig. 6; Table 2). The change 
in accessibility ranged from - 120 to +90 A*/residue for the I-C 
simulation. Of the 48 polar residues, approximately half gained in 
solvent accessible surface area while the other half lost. The largest 
single group of polar residues changed by less than 10 ,&'/residue 
with an average loss of -3 A'. In contrast, almost all of the hydro- 
phobic residues lost significant solvent accessible surface area, and 
60% lost more than 30 A*/residue, with an average loss of 44 A*/ 
residue. The hydrophobic residues that changed the least or actually 
gained in exposure are on the surface of the protein in the crystal 
structure (Phe 4, Val 17, Phe 45, Ala 46, Val 70, and Leu 73). 

Both the collapse  and burial of the hydrophobic residues is made 
evident by comparing structures from corresponding simulations 
performed in methanol and water (Fig. 7). The simulations began 
with an expanded structure with many hydrophobic residues ex- 
posed to solvent (labeled as I-C: Initial in Fig. 7). The overall 
solvent exposure of I-C decreased slightly in methanol (- 140 A'), 
but a much greater collapse was observed in water (-1,500 A*) 
and the hydrophobic residues became preferentially sequestered in 
the protein interior. Similarly, I-D collapsed with a distinct clus- 
tering of nonpolar residues (Fig. 7); however, the preferential burial 
of the nonpolar residues was slightly less effective than for I-C 
(Fig. 6; Table 2). 
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Change in Solvent Accessible Surface Area (A2) 
Fig. 6. Histograms of changes in solvent  accessiblc  surface  area.  Hydro- 
phobic  (dark bars) and polar  residues  (light  bars)  are  plotted for the I-C and 
I-D simulations.  The  change  was  calculatcd  betwccn the values for the 
initial structure and the  average  over thc last 0.1 ns  of the simulations.  Thc 
bin sizes and limits  were thc same  for  polar and hydrophobic  residues  and 
are  only offset on the graph for the sake of clarity. The  bins  spanned * 10 A2 around thc following  ecnters: - 140, ~ 120, - 100, , , . , 0, +20, 
+40, +60, +X0 A' . 

The encrgetics of the system are determined by the balance of 
protein-protein, protein-water and water-water interactions. The 
number of water-protein interactions decreased significantly over 
the course of the I-C simulation (Fig. 8A), and the decrease par- 
alleled the rapid decrease in the radius of gyration (Fig. 5A). The 
number of main chain intra-protein hydrogen bonds increased in 
number by -10 (Fig. 8B), but this increase occurred slowly after 
the protein collapsed, that is between approximately 1.2 and 2 ns. 
As the protein collapsed, the water formerly in contact with the 
protein was free to interact with bulk water, such that the bulk 
water-water interactions increased (Fig. 8A). The number of protein- 
protein tertiary contacts increased steadily over  the first 0.6 ns  of 
the simulation (Fig. 8B) and did not change as abruptly as the 
radius of gyration or the interactions involving water. 

Specific  structure  acquired  during  collapse 

Various properties of the I-C and I-D collapse simulations av- 
eraged over the entire protein or classes of residues have been 
presented above, but  we now consider the specific structure ac- 
quired during the simulations. The following questions are ad- 
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Table 2. Changes in solvent  exposed  surface  area 

Nonpolar/polar 
Nonpolar  residues  Polar  residues 

Simulationa ratiOb Initial'  Finald  Initial' Finald 

N335 
I-c 
I-D 
EGI 
I-G2 
I-G, 

- 
7.7 
3.7 
1.6 
2.1 
0.3 

981 1,586 3,797 4,627 
2,700 1,476 5,007 4,733 
2,774 1,601 5,149 4,605 
2,530 2,025 5,190 4,637 
2,530 1,828 5,190 4,605 
2,530 2,092 5,074 3,020 

I 

T h e  simulations  are  described in Table  1. I-GI : The  frrst collapsed  state 
of the I-G simulation, 0.85-0.95 ns. I-Gz: The  second  collapsed  state of the 
LG simulation, 1.9-2.0 ns. I-G, is the  last 100 ps of an I-G simulation in 
vacuo, 1.1-1.2 ns. 

bRatio: per  residue loss in solvent accessible surface  area  for  nonpolar 
residues  versus  polar  residues = ( ( A A " ~ " / ~ ~ " ) ) / ( ( ~ ~ , ~ ~ / ~ ~ ~ ~ ~ ~ ) ) ,  where AA 
is the change  in  solvent accessible surface  area  and n is the  number of 
residues.  The  change  is  between  the  starting  structure of the  simulation  and 
the  average  over  the  last 0.01 ns,  unless  specified  otherwise. 

'Initial:  Solvent  exposed  surface  area of the  named class of residues in 
the initial structure. 

dFinal:  The  average  total  solvent  exposed  surface  area of the  named 
class of residues  over  the last 0.01 ns of a given simulation. 

dressed  below:  What  residual  native  structure  remains  in  the  starting 
structures  for  these  simulations,  what  structure is formed  during 
the  collapse  process,  and  what  differences  remain  between  the 
final  conformations  and  the  crystal  structure? 

Figure  9  shows  main  chain  traces of the  protein  at  various  points 
in  time  during  the I-C and  I-D  simulations,  illustrating  the  large 
scale conformational  changes  that  occurred.  The main chain  fold- 
ing  patterns of the  starting  structures  were  distinct  from  the  crystal 
structure,  and  several  distances  between  main  chain  atoms  were 
20 A greater  than in the  crystal  structure.  However,  both  starting 
structures  had  a  recognizable a-helix, and  portions of p strands  1 
and  2  in  proximity.  During  the  simulations,  the  nonlocal  intra- 
chain  distances  decreased  dramatically (Fig. 9).  For  example,  to 
provide  perspective  to  Figure 9, the  distance  between pl and p5 in 
I-D  dropped by 10 8, during  the  first  nanosecond. 

The  scarcity of native  contacts in the  starting  structures  and  the 
increase in tertiary  contacts  over  the  course of the simulation  are 
shown in the contact  maps in Figure  10.  The  points are shaded 
according to the  proximity of the a-carbons of  the residues  indi- 
cated on the  axis  (see  caption).  Figure 10 also relates  the  patterns 
appearing  in  the  contact  maps of the  partially  unfolded  conforma- 
tions  with the corresponding  contacts in the  crystal  structure. 

The starting  structure for the  I-C  simulation  (Fig.  10)  had  few 
tertiary  contacts  compared to the  crystal  structure, and only p( 1-2) 
(region 1) and  the a-helix (region 5) had  near-native  secondary 
structure contact  patterns. The a-helix was  intact as judged by the 
widening of the main  diagonal for residues 23-33,  but the dis- 
tances  between i + i + 4 a-carbons were  longer  than  in  the  crystal 
structure.  The a-carbon distances  between the adjacent  strands in 
p(1-2) were also longer,  but  they  displayed  a  regular  antiparallel 
pattern.  Other p-structure was  more  disrupted,  lacking  most of the 
contacts  between  adjacent  strands. 

The  density of contacts  in the 1  ns  structure of the I-C  simula- 
tion  was  much  greater  than  that of  the starting  structure (Fig. 10). 
Most  of the  contacts  formed  during  the  I-C  simulation  were ter- 
tiary  contacts,  both  native  and  nonnative.  The  native  contacts in 
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Fig. 7. Space  fdling  models  for  the  crystal  structure  and  the  starting  and 
final structures  from  the LC, I-Cw, and I-D simulations.  Polar  residues  are 
shaded  green  and  hydrophobic  residues  are  magenta. 

region  6  are  especially  noticeable.  Nonnative  contacts in region 8 
also  formed as a result of a kink in  the  p(1-2)  hairpin  and  non- 
native  docking  between p( 1-2)  and  the  helix. Native  contacts  were 
restored  between p( 1-5) during  the  simulation,  such  that  the  par- 
allel @sheet pattern  involved  more  residues  than  the  starting  struc- 
ture  (region 2 of  Fig. 10 and  see  Fig.  9).  However,  the  strands  were 
not  as long,  nor as close, as in  the  native  state.  Both  main  chain  and 
side  chain  interactions  between  Met 1, Gln 2  and Gln 62,  Lys  63 
and  Glu 64 position  the  two  ends of the  protein  together.  Although 
residues 62 and 63 fall outside of p5, they  were  important  in 
bringing p5 into  proximity of pl. These  polar  interactions pro- 
vided  the  specificity, or alignment,  such  that  the  proper  hydropho- 
bic  contacts  could  then  be  formed  between  the  side  chains of ne 3, 
Val 5, Leu 8 and  Leu 67, Leu 69, and  Leu  71.  Contacts  also  formed 
between p(3-5), but  these  were  nonnative.  The  helix  tightened  up 
during  the  simulation,  and  two of the  distances  between i + i + 4 
a-carbon atoms  became <5 8,. 

Contacts  between p( 1-2), p( 1-3, and p(3-4) were  much  more 
disrupted  in  I-D  than in I-C  (compare the  two  initial  structures in 
Figs.  9  and  10).  The  starting  structure  for  I-D  did  not  contain  a 
regular  antiparallel p-sheet pattern  in  region  1,  representing  p(1-2). 
Even  the  relatively  distant  contact  between  residues  1  and 14 (6 A) 
was  nonnative.  Similarly,  the a-carbon pairs  between  strands  1  and 
5 (region 2) were  nonnative  and  farther  than  7 8, apart.  The  prom- 
inent  contacts  between  residue  7  (and  flanking  residues)  and  those 
near  residue 26  were  nonnative. 

During  the  I-D  simulation,  the  number of contacts in regions  2, 
3, and,  6  increased  appreciably  compared  to  the  starting  structure 
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(Fig. IO).  In regions 2 and 3, the distances between native contact 
pairs in P( 1-5) and in  P(3-5) became shorter, and the number of 
contacts increased. For example, P(3-5) (region 3) increased slightly 

L C  

P4 2 

Initial 
(7.6 A) 

I-D 

0.1 5 ns 
(7.0 A) 

in length (Fig. IO). and the side chain packing increased dramat- 
ically (Fig. 1 I ) ,  but while the distances between the relevant 
a-carbons in P(3-5) decreased, most of  the side- and main-chain 
contacts were nonnative. The extent of motion giving rise to the 
increased interactions is exemplified by the prominent nonnative 
contact between residues 22 and 62 in region 6 of Figure IO,  which 
resulted from a I O  A movement of the main chain. Although the 
packing interactions improved between the P-strands (Figs. 9-1 I ) ,  
the interactions were primarily through side chains. However, in  
region 2 [PC 1-5)] one inter-strand hydrogen bond formed, and in 
region 3 [P(4-5)] two formed. Interestingly, many of the side 
chain interactions were nonnative, involving small. dynamic hy- 
drophobic clusters (for example, see Fig. 1 I ) .  

Unfolded starting structures 

Four simulations beginning from  very unfolded structures (I-F, 
I-G, I-H, and 1-1 with RMSD = 10-12 A, Table I )  were investi- 
gated. In the discussion that follows. the I-G simulation is used as 
the representative of this group. Like the other simulations pre- 
sented above. I-G collapsed to a compact state by -0.9 ns, but 
unlike those cases. it did not remain collapsed (Fig. 12). After the 
initial collapse, the radius of gyration increased rapidly and  then 
dropped again by 2 ns. Even  in its collapsed state, the protein was 
not as compact as in the other simulations (Table 1: compare 
Figs. 5 .  12). 

The I-G starting  conformation  did not contain  &structure 
(Fig. 12B.C). Only the nonnative contacts near residues 2 and 59 
appeared in any of the P-sheet regions of the contact map, and these 
residues are 16 A apart in the crystal structure. In contrast to LC 
and I-D, there were some tertiary contacts not associated with reg- 
ular secondary structure in regions 6 and 7 (see Fig. IO). The con- 
tacts in region 6 were shifted in  register compared to the native 

0.25  ns 
(6.0 A) 

0.38 ns 
(5.7 K) 

Initial 
(9.5 A) 

0.40 ns 
(8.8 A) 

1.12 ns 
(6.1 A) 

2.20 ns 
(6.9 K) 

*. 

Crystal 
Structure 

Fig. 9. Main chain traces of the structures from thc I-C and I-D simulations at different timc points. The crystal structure is shown for 
comparison. Native sccondary structure regions are shadcd for rcfcrcnce. hut do not indicate that the structurc adopted was nccessarily 
native. Thc C, RMSD to the crystal structurc is given in parentheses for each structure. 
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Structure 

Fig. 10. cy-Carbon  contact  maps  for  the  initial  and  final  structures  from  the 
I-C  and I-D simulations.  Secondary  structure  and  tertiary  contacts are 
numbered  in  the  contact  map  and  main  chain  trace  for  the  crystal  structure. 
The  secondary  structure is shaded,  and  residues 73-76 are  not  shown.  The 
regions are numbered as follows:  region I ,  p(1-2); region 2, p(1-5); region 
3, p(3-5); region 4, p(3-4) hairpin;  region 5, &-helix;  region 6, N-terminus 
of the helix  (residues 19-24) to  residues 52-56; region 7, the turn after  the 
C-terminus of helix back  onto  the  helix;  and  region 8, the  docking  between 
/3-2  and  the helix.  The  contact  maps  are  colored as follows: blue, d S 5 A; 
red, 5 < d 5 7.5 A; and  green, 7.5 < d 5 10 A. 

contacts.  For  example,  residues  19  and 52 were  in  contact  in  the start- 
ing  structure of  I-G, instead of 19 and 57 as in the  crystal  structure. 

The collapsed 0.9 ns structure from the  I-G  simulation  contained 
many  more contacts  than  the  starting  structure  (Fig.  12);  however, 
only in region  6  were  these  native  contacts.  Interestingly,  most of 
the contacts  formed  between  pairs in which  at  least  one  partner 
was in the latter half  of the  molecule  (residue  numbers  >35, as 
illustrated  in  Fig.  12C). The N-terminal  half  made  no  close  con- 
tacts  with  other  N-terminal  residues,  but  the  C-terminal  half  folded 
back on  itself  and  also  made  some  contacts  with  residues  near  the 
N-terminus. In contrast, the C-terminus is mobile  in the native 
state;  that  is,  in  the  snapshots  from I-G, the tail observed is at  the 
N-terminus  not at the  C-terminus  (note  the  different color of the 
tail at the bottom of the molecule for I-G  and  the crystal structure 
in  Fig.  12,  where  the  protein is colored  from  red at the  N-terminus 
to blue at the  C-terminus).  Contacts  formed  between  residues in 
region  2, p( 1-5) and  near  region 8, p(3-3, but  these  were  almost 
all  nonnative.  Thus, this early  collapsed  structure of  I-G  was  very 
nonnative. The increase in the radius of gyration  around  1  ns 
resulted  from  a  general  expansion  and  overall  elongation of the 

P-Strands 3 and 5 

I-D: Initial I-D: 2.4 ns  Crystal  Structure 

Fig. 11. Space  filling  models  for  portions  of  @-strands 3-5 for I-D and  the 
crystal  structure.  These  representations  show  all  atoms  of  residues 40 through 
44 in 83 and  residues 67-73 in /35. The  hydrophobic  groups  are  black  and 
polar  residues  are  white/gray. 

molecule  (see  the  1.05 11s structure  in  Fig.  12B).  Consequently,  the 
numbers  of contacts  decreased (see region  6  in  Fig.  12). 

The  protein  re-collapsed  between 1.1  and 2  ns,  and  different 
contacts  formed  during  the  second  collapse  (Fig. 12C). For  in- 
stance,  a  nonnative  contact  between  residues  19  and 46 formed, 
which  was  completely  absent  in  the  expanded  1 .O ns  structure  and 
shifted  in  the  0.9  ns  structure  (residues 19 and 55). Contacts  began 
to  form  between  residues  in  p(1-2),  but  they  were  nonnative. 
These contacts  resulted  from the formation of a  small,  and  poorly 
packed,  hydrophobic  cluster of the  side  chains of Phe 4, Val 5,  
Leu 8, and ne 13,  shown as main chain  contacts  between  residues 
3  and  1  1  in  Figure  12C. 

The  solvent  exposed  surface  area of the  hydrophobic  residues 
decreased as the  I-G simulation  proceeded.  Hydrophobic  residues 
in  both  collapsed  states  were  preferentially  buried  relative to the 
starting  structure,  and this preferential  burial  was  more  pronounced 
in  the  second collapse. In the  first  collapse,  hydrophobic  residues 
lost 1.6 times as much solvent-exposed  surface  area  per  residue as 
did  the  polar  residues  (relative to the initial  structure)  (Table  2). In 
the  second  collapse,  that ratio increased  to  2.1, as the  solvent 
exposed  surface  area of the hydrophobic  residues  further  decreased 
by another  180 A*. The  extent of hydrophobic  burial  remained 
incomplete:  the  ratio of hydrophobic  to  polar  burial  was -8 in the 
I-C simulation  (Table  2).  The  I-H  and 1-1 simulations  showed  the 
same  general  behavior,  which is notable as these  structures  were 
completely  devoid of native  secondary  structure (Fig. 2). A sim- 
ulation of I-G in vacuo also  collapsed  (data  not  presented); how- 
ever, in vacuo there  was  no  preferential  loss of hydrophobic  surface 
area,  rather  there was a  disproportionate loss of polar surface  area 
(Table  2).  Collapse is a  common  Occurrence in vacuo where  there 
is no solvent to compete  with  favorable  intra-protein  interactions. 
While  such  a  collapse  is  not  relevant to biological  systems,  it 
demonstrates  that  water  was  necessary for the  preferential  burial of 
hydrophobic  residues. 

Discussion 

Molecular  dynamics  simulations of  nine  nonnative conformations 
(labeled  I-A  through 1-1)  of ubiquitin  generated  from  two  thermal 
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Fig. 12. Properties of the I-G simulation. A: The radius of gyration as a  function of time, calculated as described in the legend to 
Figure 5.  B: Main chain traces sampled from the I-G simulation at key  points colored from  red  at  the  N-terminus through blue  at  the 
C-terminus. C: a-Carbon contact maps of the structures shown in B, using the same shading as described for Figure 10. 

denaturation  simulations  have  been  performed  under  quasi-native 
conditions. These thermally-quenched  simulations fall into three 
general  classes,  depending on the similarity of the  starting  struc- 
tures to the crystal  structure. (1) Native-like starting  structures 
(RMSD 5 5 A) approached the crystal structure:  they  gained  na- 
tive  hydrogen  bonds,  they  made  native  main  chain  contacts,  they 
acquired  native  secondary  and  tertiary  structure,  their RMSD to  the 
crystal structure  decreased,  and  they  became  more  native-like as 
evaluated by other  independent criteria [for  example,  Procheck 
(Laskowski et al.,  1993)l. The differences  between the structures 
obtained in these  simulations  and the crystal structure  were  minor 
and  appear to be due to the elevated  temperature  and  low pH,  such 
that I-A, I-B, and  N335 are representative of the  native state under 
these  conditions. We also  note  that  the  control  simulation at 298 K 
and  neutral pH (N298n) exhibits  a  low  average  RMSD  (1.8 A after 
2.4  ns). These results  demonstrate  that the simulations  show  the 
proper  temperature-dependent  effects  and  that  the force field  can 
realistically  model  the  native  state.  (2)  Starting  structures inter- 
mediate between  native  and  completely  unfolded  states (RMSD 
5-10 A) collapsed  and  became  more  native-like by a  variety  of 

criteria,  but  they  did  not  refold.  The  radius of gyration  and  solvent 
accessible  surface  area in these  simulations  converged  with  the 
values  obtained  in  simulations  starting  from  the  crystal  structure at 
the same  temperature.  Furthermore,  the  decrease in accessible  sur- 
face area was due to the preferential  burial of  hydrophobic resi- 
dues. Some native  tertiary  contacts  formed,  primarily  through  side 
chains,  but  they  did  not,  by  and  large,  form  the  regular main chain 
contact  patterns  characteristic of native  secondary  structure. In 
contrast,  collapse  did  not  occur in control  simulations  in 60% 
methanol  starting  from  the  same  structures.  (3)  The  least  native- 
like, unfolded starting  structure (RMSD >10 A) sampled  col- 
lapsed  states  but  experienced  large  fluctuations in radius of gyration 
throughout  the  simulation.  Even in the  collapsed  states,  the  protein 
did  not  become as compact as in simulations  starting  from  more 
native-like  structures  (the radii of gyration  were 2-7% greater). 
Interestingly,  more  hydrophobic  surface  area  was  buried  with  suc- 
cessive  cycles of collapse,  but  the  protein  did  not  refold  nor  even 
become  more  native-like  in  terms of specific  secondary or tertiary 
structure.  Unfortunately,  while  the  unfolding  reactions are contin- 
uous from  native  through  fully  unfolded  states, the quenched  sim- 
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ulations merely provide glimpses into possible early (nonspecific 
hydrophobic collapse and isolated units of unstable secondary struc- 
ture), middle (more  specific hydrophobic collapse and formation 
of secondary structure contacts), and  late (consolidation of packing 
interactions and formation of secondary structural hydrogen bonds) 
folding  events for ubiquitin. However, we caution that we cannot 
establish that the structures are on a folding pathway, which is 
similar to the situation encountered by experimentalists in estab- 
lishing whether intermediates are on- or off-pathway (see Baldwin, 
1996; Roder & Col6n, 1997). 

It has been difficult, in general, to decipher the exact order of 
events in folding because both collapse and secondary structure 
formation tend to occur in the experimental deadtime (typically the 
millisecond timescale). There is mounting evidence that collapse 
precedes or occurs concomitant with secondary structure forma- 
tion in many small  single domain proteins (Chaffotte et aI., 1992; 
Khorasanizadeh et al., 1993, 1996; Mann & Matthews, 1993; Fersht 
et  al.,  1994;  Feng & Widom, 1994; Itzhaki et al., 1994, 1995; 
Jones  et  al., 1994, 1995; Otzen et al., 1994; Sosnick et al., 1994; 
Viguera et al., 1994; Agashe et al., 1995; Eliezer et al., 1995; Huang 
& Oas,  1995;  Jones & Matthews, 1995; Nolting et al., 1995, 1997; 
Schindler et al., 1995; Ballew et al., 1996; Houry et al., 1996; 
Lopez-Hernandez & Serrano,  1996; Pascher et al., 1996; Schindler 
& Schmid, 1996; Yi & Baker, 1996; and reviewed by Evans & 
Radford, 1994; Miranker & Dobson, 1996; Fersht, 1997). In the 
case of barstar, Agashe et al. (1995) conclude that “the earliest 
event of the major folding pathway of barstar is a nonspecific 
hydrophobic collapse that does not involve concomitant secondary 
structure formation.” Similar  studies of the 101 residue C-terminal 
fragment (F2-V8) of tryptophan synthase led Chaffotte et al. (1992) 
to conclude that: “. . . the condensed nonnative state of F2-V8 
results from a very rapid nonspecific hydrophobic collapse.” Fur- 
thermore, Jones  et al. (1995) have reported that dihydrofolate re- 
ductase appears to collapse and then re-expand during folding. A 
preliminary account of the fast phase (ps) of folding of barstar by 
Nolting et al. (1995) suggests that the earliest steps in folding 
involve a transition between two “relatively solvent exposed states 
with little consolidation of structure.” More recent studies by Nolt- 
ing et al. (1997) confirm the earlier studies; however, they find, 
contrary to Agashe et  al., that the collapsed state contains some 
secondary structure. The detection/formation of secondary struc- 
ture appears to be dependent on the solvent: secondary structure is 
seen in the absence of denaturant but is not observed in 2 M urea 
(Nolting  et  al.,  1997) or 1 M GndHCl (Agashe et al., 1995). In any 
case, the experimental evidence suggests that different proteins 
may undergo collapse and secondary structure formation at differ- 
ent relative points during folding (and see Fersht, 1997), and for 
ubiquitin the experimental results support the existence of a rap- 
idly formed, collapsed intermediate. 

The folding of ubiquitin has been studied extensively by Roder 
and co-workers  (Briggs & Roder, 1992; Khorasanizadeh et al., 
1993, 1996) and reviewed by Baldwin (1 996) and Roder and Col6n 
( 1  997).  They  conclude that a three state mechanism best describes 
the kinetics for the folding  of ubiquitin. Khorasanizadeh et al. 
(1996) report the formation of an on-pathway collapsed intermedi- 
ate within the 2-3 ms  dead time of the experiments, which they 
describe as a “loosely folded state held together mainly by hydro- 
phobic contacts” (also see Roder & Colbn,  1997). This state af- 
fords little protection from  exchange of labile amide hydrogens, 
indicating that it “still lacks stable, persistent hydrogen-bonded 
structure,” but it appears to contain secondary structure (Khorasani- 

zadeh et al., 1993, 1996). These experimental observations and 
interpretations are consistent with our “intermediate” (I-C and I-D) 
states, which have a dynamic  and loose hydrophobic core and 
some secondary structure, although their dynamic nature leads to 
fluctuations in solvent exposure of  the  amide hydrogens and only 
transient formation of hydrogen bonds. Khorasanizadeh et al. (1996) 
also note that residue 45 appears to  be buried in the intermediate 
(residue 45 is Tyr in wildtype and Trp in their mutant), giving 90% 
of the fluorescence of the native state. Tyr 45 was partially buried 
in all of our collapsed states, but the packing and sequestration 
from solvent was pronounced in  the more native-like, intermediate 
structures (data not presented). 

Since hydrophobic collapse of ubiquitin occurs during the ex- 
perimental deadtime (ms), only an upper limit to the actual time for 
collapse can be determined. Collapse or fluctuations in the radius 
of gyration took place in the simulation on the 0.5 to 2 ns time 
scale, although we  do not know whether the rates observed in 
simulations will map exactly to experimental times. The rapidity of 
the collapse was a result of several factors. First, our simulations 
were conducted at elevated temperature (62  “C), with a correspond- 
ing decrease in the solvent density. Furthermore, simple collapse to 
any one of many collapsed states is an easier search problem than 
a protein folding to one native and precisely-packed structure. 
Also, as shorter time scales become experimentally accessible 
through fast spectroscopic techniques (Jones et al., 1993; Ballew 
et al., 1996; Williams et al., 1996; and reviewed by Plaxco & 
Dobson, 1996; Wolynes et al., 1996; Eaton et al., 1997), it is 
becoming clear that both secondary and tertiary structure can form 
on the nanosecond-microsecond time  scale even at room temper- 
ature, or lower. Thirdly, ubiquitin is small and contains a well- 
defined hydrophobic core. It is very stable against denaturation by 
heat, pH, and chemical denaturants (Lenkinsiki et al., 1977; Jensen 
et  al., 1980; Harding et al., 1991), thus the hydrophobic residues 
may be situated along the sequence so as to make collapse facile. 
Fourth, the unfolded starting structures in these simulations were 
not generated randomly; in many cases the a-helix was partially 
intact and in some of the structures, incipient native p-structure 
was present. Finally, the radius of gyration of the unfolded struc- 
tures fluctuated significantly, and most experimental probes will 
only measure the population average and cannot detect fluctua- 
tions of a single molecule on a nanosecond time scale. Also, it is 
worth noting that fast hydrophobic collapse is not necessarily a 
favorable event in the absence of a somewhat native chain topol- 
ogy or other specific interactions to guide the collapse and instead 
it may inhibit or compete with acquisition of native structure. 

Because the very early stages of protein folding are so difficult 
to characterize using experimental means, one would hope that 
simulations could shed some light on this area. We find that al- 
though there was a general tendency for the very nonnative ex- 
panded structures to collapse temporarily to “misfolded’ compact 
states on the nanosecond timescale, they appear to be only mar- 
ginally stable and are able to re-expand and fluctuate rapidly with 
respect to compactness. The average behavior of a population of 
such structures would show a much slower decrease in radius of 
gyration than the time scale of the fluctuation of an individual 
structure. The general behavior displayed in the simulations re- 
garding early, nonspecific hydrophobic collapse is consistent with 
expenmental observations. However, due to the lack of definitive 
experimental data during the very early stages of folding and the 
discontinuous nature of our quenched simulations, we cannot dis- 
tinguish between the structures being early on the folding pathway, 
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a slow folding phase, or being folding incompetent and off path- 
way. Experiments of kinetic partitioning between folding and mis- 
folding suggest that the folding efficiency is -50% in the cell 
(Jaenicke, 1995), and, as such, insights into off-pathway events  are 
also crucial to understanding and controlling protein folding. In 
addition, we note that while experimental studies demonstrate that 
ubiquitin folds rapidly, a minor slow-folding population is ob- 
served (Khorasanizadeh et al., 1996). 

For the simulations that experienced more specific hydrophobic 
collapse but did not refold (the intermediate structures, LC and 
I-D), many of the side chain interactions that formed upon col- 
lapse were nonnative and involved small, dynamic hydrophobic 
clusters  (for  example,  see the 2.4 ns collapsed  structure in 
Fig. 11). Some of these clusters were in the inter-strand hydro- 
gen bonding plane and prevented the “normal” arrangement of 
side chains above and below the plane of the main chain hydro- 
gen bonds in /?-sheets. Interestingly, this behavior was observed 
in water, but the side chains moved out of the plane and hydro- 
gen bonds formed in 60% methanol (see Alonso & Daggett, 
1995). Interactions of P-sheet residues through side chain pack- 
ing in the absence of stable inter-strand hydrogen bonds has 
been observed in a small designed peptide (Sieber & Moe, 1996) 
and in the denatured state of staphylococcal nuclease (Wang & 
Shortle, 1996). In addition, a fragment comprised of the p(1-2) 
hairpin from ubiquitin shows unambiguous CCrH-Cew NOES across 
the sheet, while the NH groups readily exchange with solvent 
(Searle  et al., 1995). Such an effect has also been observed 
during the refolding of hen egg white lysozyme, where Itzhaki 
et al. (1994) found that collapse is substantial in the experimen- 
tal deadtime, but they state that the side chain packing is loose 
and only unstable hydrophobic clusters appear to be present. 
Also, during this time some secondary structure forms, but the 
secondary structure is not stable enough to confer protection 
from exchange to the amide hydrogens. Itzhaki et al. (1994) 
suggest that later protection from exchange is primarily the re- 
sult of the development of stabilizing side chain interactions, 
which are predominately hydrophobic in nature. 

The nonnative hydrophobic clusters observed in the simulations 
were energetically favorable and contributed to the stability of I-C 
and I-D, such that they did not proceed further toward the native 
state. Overall, this state is slightly expanded compared to the na- 
tive state with a partially formed but compromised hydrophobic 
core, disrupted secondary structure, moderate hydrogen bond con- 
tent, and a mixture of native and nonnative packing contacts. In 
fact, these properties are similar to those of the transition state of 
unfolding/folding of chymotrypsin inhibitor 2, another small and 
fast folding protein (Otzen et al., 1994; Li & Daggett, 1994, 1996; 
Itzhaki et al., 1995; Daggett et al., 1996). That the simulated struc- 
tures have properties consistent with the intermediate observed 
experimentally and “get stuck,” such that they appear to be before 
but near the transition state of folding, is consistent with the sug- 
gestion of Khorasanizadeh et al. (1996) that the transition state for 
the 1 + N process for ubiquitin is structurally similar to I. The 
more native like structures, I-A and I-B, however, did not experi- 
ence a significant barrier to acquiring native structure and would 
then appear to be after the major transition state. The final struc- 
tures from these simulations are slightly deformed relative to the 
crystal structure, but no more so than the control simulation be- 
ginning with the crystal structure, and the packing is significantly 
improved compared to I-C and I-D. In addition, we note that while 
ubiquitin is unusually stable to acidic pH, there is an increase in the 

exposed hydrophobic surface area in the folded conformation at 
low pH at 25 “C (Khorasanizadeh et al., 1993). Thus, I-A, I-B, and 
N335 all appear to be representative of the “native” state at 62 “C 
and low pH. 

Methods 

Three general types of molecular dynamics simulations were per- 
formed for this work: (1) high temperature denaturation simula- 
tions (Dl and D2) starting with the crystal structure to generate 
starting structures for the quenched simulations; quenched simu- 
lations of nonnative structures (I-A through 1-1) under quasi-native 
conditions; and control simulations of the crystal structure under 
native and nearly-native conditions (N298, N298n, N335). The 
simulation protocols have been described by Alonso and Daggett 
(1 995), but the pertinent details of the quenched simulations follow. 

The program ENCAD was used for all simulations (Levitt, 1990), 
using the potential function described by Levitt et ai. ( 1  995, 1997) 
in all cases. In all quenched simulations the charge states of ion- 
izable residues were set to approximately correspond to a pH of 2.0 
to match the experimental work of Harding et al. (1991). We 
protonated the C-terminal carboxyl group and the side chains on 
Asp, Glu, His, Lys,  and Arg. The structures extracted from the high 
temperature denaturation simulations were minimized 2,000 steps 
in vacuo to minimize any possible artifacts caused by the high 
temperature generation of the structures. After minimization, water 
molecules were added around the protein to fill a rectangular box, 
with walls at least 8 A away from any protein atom, resulting in a 
total of over 3,000 water molecules in all cases. The density of the 
solvent was set to the experimental value at 335 K (0.982  g/mL; 
Kell. 1967) by adjusting the volume of the box, after which the box 
volume was held constant. Periodic boundary conditions were used 
to minimize boundary effects. The resulting systems were then 
prepared for molecular dynamics. The entire system, including 
protein and solvent, was minimized for 3,000 steps, followed by 
1,000 steps of dynamics, and finally minimized for an additional 
2,000 steps. This procedure was followed in order to maintain 
consistency between the 60% MeOH and the pure water simula- 
tions. For one starting structure (LC), the effects of the preparation 
strategy were investigated by constraining the protein and equili- 
brating the water for 10,000 steps of molecular dynamics. The 
results were the same as those involving less equilibration of the 
water (ARK < 0.01 A and ha-carbon RMSD < 0.5 A), and in both 
cases the protein was well-solvated (data not presented). In addi- 
tion, the same procedure was used for simulations with a quench 
temperature of 298 K except that the density was adjusted to 
0.997 g/mL. Lowering the temperature led to comparable results 
but the rate of collapse was slower (data not presented), so due 
to limited computer  resources,  simulations were performed at 
335 K. 

Full molecular dynamics simulation of the entire system was 
then started after the above preparations. Atoms in the system were 
assigned velocities according to a Maxwellian distribution and 
allowed to move according to Newton’s equations of motion. The 
velocities of the atoms were adjusted intermittently until the sys- 
tem reached the desired temperature, which usually takes 2-3 ps. 
A 2 fs (1 fs = 10- l 5  s) time step was used for both the preparation 
and the full simulation. An 8 A nonbonded cutoff was employed 
and the nonbonded list was updated every 5 time steps. Structures 
were saved every 0.2 ps for analysis. 
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