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ABSTRACT The membrane resistance of mammalian
central neurons may be dramatically reduced by synaptic
events during network activity, thereby changing their inte-
gration properties. We have used the isolated neonatal rat
spinal cord to provide measurements of the effect of synaptic
signaling on passive membrane properties during network
activity. Synaptic signaling could take place during fictive
locomotor activity with only modest (on average 35%) reduc-
tion of the input resistance (Rin) and of the cell’s charging time
constant (tin). Individual synaptic signals, however, often
introduced a peak conductance that was greater than the
input conductance (Gin 5 1yRin) without synaptic activity. The
combination of moderate average synaptic conductance and
large conductance of individual synaptic signals suggests that
individual presynaptic neurons have large but short-lasting
inf luence on the integration properties of postsynaptic neu-
rons.

With the development of the patch clamp technique for
intracellular recording from neurons (1, 2) it became obvious
that nerve cells could have much higher values for input
resistance (Rin) and charging time constant (tin) than had been
reported in studies using sharp microelectrodes (3, 4). The
values of Rin and tin are important because they influence how
neurons integrate the information they receive through syn-
aptic currents. Both these integration parameters depend on
the membrane resistance. An important question is, therefore,
whether high values for Rin and tin are maintained when cells
are bombarded by synaptic signals during network activity. The
synaptic conductances will obviously reduce Rin and tin, but the
magnitude of this reduction is unknown. Theoretical studies
have suggested that synaptic activity may decrease the specific
membrane resistance (Rm) in pyramidal cells by a factor of 10
(5), and therefore change their integration properties funda-
mentally (6). To test this hypothesis, we compared both tin and
Rin with and without synaptic network activity.

We used the isolated spinal cord from neonatal rats, which
under the influence of certain neuroactive compounds pro-
duces a locomotor-like rhythmic activity that can be monitored
as bursts of action potentials in the ventral roots (7–11). The
activity level of the network is sufficient to maintain a rhythmic
pattern similar to that seen in intact animals, with alternation
between flexors and extensors, between left and right side, and
with a sequential activation of appropriate muscle groups (11).
Because this activity resembles the activity seen in intact
animals, the preparation is well suited for studies of neuronal
network activity. The interneurons can be recorded from with
low-resistance patch electrodes (12), allowing good resolution
of the fast synaptic signals and the opportunity to reduce the
effect of active membrane properties by voltage clamping the
soma. We recorded from interneurons in laminae VII and X

of the lumbar spinal cord because these areas are particularly
active during fictive locomotion (13, 14) and most neurons
here are rhythmically modulated (12). These areas also seem
to harbor essential elements of the network generating the
rhythm (15, 16).

METHODS

Preparation. The preparation has previously been described
in detail (7, 8, 12). Briefly, neonatal rats 0–3 days old were
deeply anesthetized with ether, decapitated, and eviscerated.
The spinal cord extending from the C1 to L6, including ventral
and dorsal roots, was isolated. For better electrode access, the
dorsal part of the spinal cord was removed from directly above
the recording sites. This manipulation does not reduce the
amplitude or frequency of the root activity (15). The prepa-
ration was transferred to a recording chamber and superfused
with oxygenated (95% O2 and 5% CO2) Ringer’s solution of
the following composition (in mM): 128 NaCl, 4.7 KCl, 1.2
KH2PO4, 1.25 MgSO4, 2.5 CaCl2, and 20 glucose (pH 7.4). The
experiments were performed at room temperature.

Induction of Rhythmic Activity. Locomotion was induced by
bath application of N-methyl-D-aspartic acid (NMDA; 5–9
mM) in combination with 5-hydroxytryptamine (5-HT; 5–40
mM). A description of the locomotor rhythm induced by these
drugs can be found in refs. 10, 12, and 17. After testing the
membrane properties during synaptic activity, tetrodotoxin
(TTX; 1 mM) was added to the superfusion fluid while NMDA
and 5-HT were still present. It took 2–3 hr to wash out 1 mM
TTX, which made it difficult to reestablish the conditions that
were present before TTX block while recording from the same
cell.

Recordings. The L2 and L5 ventral root activities, corre-
sponding to flexor and extensor activity, respectively (11), were
recorded with suction electrodes. Interneurons were recorded
from with patch electrodes pulled to a final resistance of 5–10
MV. The access resistance was usually below 30 MV. Whole-
cell voltage or current clamp recordings were performed with
an Axopatch 1-D amplifier. Because this amplifier may give
erroneous voltage measurements in current clamp mode (18),
we measured the resistance in both voltage and current clamp
mode, with similar results.

The signals were low-pass filtered at 2–5 kHz and digitized
at 5 kHz. The pipette solution contained, in mM: 128 potas-
sium gluconate, 10 Hepes, 4 NaCl, 10 CsCl, 0.0001 CaCl2, 4
MgATP, 0.3 LiGTP. The pH was adjusted to 7.3 with KOH.
Intracellular potentials were not corrected for liquid junction
potentials in the whole-cell configuration (19).

Measurements of tin and Rin. tin and Rin were estimated in
current clamp by fitting functions to the cell’s voltage responses
to rectangular current pulses, 300 ms in duration. The func-
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tions included a baseline as long as the fitted test pulse to
average out baseline fluctuations resulting from the ongoing
synaptic activity. The functions were fitted by minimizing the
squared deviation between the function and the data between
5 and 25 ms after the onset of the pulse. This interval was
chosen to avoid both the initial period where charge still is
redistributing along the dendritic axis (20) and the late inter-
vals with poor signal-to-noise ratio. Simulations with dendrites
of plausible lengths (see Discussion) showed that the measured
time constant (tin) fitted over the time range 5–25 ms was close
to the real membrane time constant (tm). The function used
was: f(t) 5 Vss 2 {Vsszexp(tytin)}, where Vss is the steady state
response. Rin 5 VssyI, where I was 210 or 220 pA when the
cell was kept at 245 mV and 610 or 620 pA when the cell was
kept at 265 mV. The influence of changes in the membrane
resistance (Rm) on these parameters is explored in a simulation
described in Discussion. The electrode capacitance was com-
pensated electronically in the cell-attached mode before
breaking the seal. For the voltage clamp responses we calcu-
lated Rin as the command step size divided by the steady-state
current response. The access resistance was estimated in
voltage clamp as the voltage step divided by the initial current
peak in the current response. The access resistance was not
compensated electronically in current clamp, and was there-
fore estimated off-line as the instantaneous pure resistive
component in the voltage response divided by the current step.
Rin was then corrected by subtracting the access resistance.

Algorithm to Detect Synaptic Events. We used a computer
algorithm to detect postsynaptic currents (PSCs) followed by
visual inspection of the PSCs to control that they had a shape
as expected for PSCs. The algorithm estimated the differences
between three equally spaced time points, a, b, and c. Each
point was the average of 1 ms and separated by 2 or 3 ms. A
PSC was detected if the absolute value of the difference
between b and c was above a certain threshold, indicating a
steep line for the start of the PSC, while the absolute difference
between a and b was less than 1y10 of the same threshold,
indicating a relatively flat baseline before the PSC. The
threshold was set in an interactive procedure so that the

accepted events had shapes as expected of PSCs, with an
abrupt start, fast rise time, and slower decay.

RESULTS

Effect of Synaptic Activity on tin and Rin over Time. Rhyth-
mic locomotor-like activity was induced by adding NMDA in
combination with 5-HT to the bath. The motoneuron activity
was recorded from the ventral roots (Fig. 1A, lower trace),
while rhythmic synaptic information from the locomotor net-
work was seen in interneurons as fluctuations of the membrane
potential in correlation with motoneuron spike activity (Fig.
1A, upper trace). The cell was first kept at 245 mV, close to
the threshold for spike generation and postsynaptic potentials
(PSPs) can be seen as depolarizing and hyperpolarizing events
(Fig. 1A, upper trace). Each PSP is due to a short-lasting
increase of the membrane conductance which is added to the
total membrane conductance and, therefore, theoretically
reduces tin and Rin.

In the following calculations we distinguish between the
conductance underlying these individual synaptic signals and
the average synaptic conductance over time (avGsyn). To
estimate the effects of avGsyn on tin and Rin we averaged
voltage responses to 300-ms current pulses (at least 25) in-
jected through the electrode with and without synaptic activity.
These pulses were considerably longer than the duration of the
individual synaptic events and not correlated with the rhythmic
synaptic activity. The estimates, therefore, give an average
estimate of the integration properties of the cell. Assuming
that voltage-sensitive conductances are not activated by the
synaptic currents (see later), the avGsyn will obey the same
rules as other membrane conductances, and can therefore be
treated as a part of the total membrane conductance.

Fig. 1 A1 shows the averaged initial charging of the mem-
brane in response to 25 hyperpolarizing current pulses (220
pA, 200 ms) injected during rhythmic activity. The SEM is
shown as a dotted line. The dominating time constant (tin),
measured by fitting an exponential function (see Methods), was
65 ms. When all presynaptic activity was abolished by bath

FIG. 1. Impact of locomotor-related synaptic signaling on tin. (A) Intracellular tight-seal voltage recording (upper trace) from a rhythmically
active interneuron in the isolated neonatal rat spinal cord during 5-HT- and NMDA-induced locomotor-related activity. No holding current was
applied. The motoneuron activity was recorded from the ventral roots (lower trace). (A1) With the neuron hyperpolarized just below spike threshold,
the charging time constant (tin), measured from the average of the voltage response to 25 hyperpolarizing current steps (220 pA), was 65 ms. SEM
is added as a dotted line. (B) Seven minutes after bath application of TTX, the synaptic currents and the root activity disappeared. (B1) The average
tin of the voltage response was now 80 ms (same size current injection). (C) With the cell hyperpolarized to 265 mV the voltage responses to
depolarizing and hyperpolarizing current steps (620 pA) showed tin of 56 and 58 ms before (thin lines) and 76 and 73 ms after (thick lines) TTX
application. (D) tin of the voltage responses in A1, B1, and C can be better evaluated as the negative slope on a semilogarithmic plot. Thin lines
before and thick lines after TTX application.
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application of TTX (but with NMDA and 5-HT still in the
bath) the PSPs disappeared, as did all spike activity in the
ventral root (Fig. 1B). The time constant then measured 81 ms
(Fig. 1B1), 25% longer than tin during synaptic activity. Rin
measured as the amplitude of the injected current divided by
the steady-state voltage response (outside the end of the trace),
increased from 0.70 to 0.90 GV, or 29%, in response to TTX
application.

The increases in tin and Rin are probably due to an increase
in the membrane resistance (Rm), because the synaptic con-
ductance (and possibly TTX-sensitive) conductances disap-
peared. One assumption for this conclusion is that voltage-
activated currents did not interfere with the measurements.
For example, some membrane currents that were active
around 245 mV may have been deactivated at the more
hyperpolarized levels induced by the test pulse. Furthermore,
some of these presumed voltage-dependent effects may have
been abolished by the addition of TTX. Therefore we repeated
the test with the cell held at 265 mV, and we used both
depolarizing and hyperpolarizing current pulses to control for
rectification of the membrane (Fig. 1C). The two thick curves
are the responses with TTX in the bath. During rhythmic
activity tin was 56 and 58 ms for depolarizing and hyperpo-
larizing pulses, respectively. In TTX the same parameters
increased to 76 and 73 ms. These changes are in the same range
as the estimates obtained at 245 mV. The differences between
tin at both membrane potentials and for both hyperpolarizing
and depolarizing pulses are better seen in a semilogarithmic
plot (Fig. 1D), where the thin and thick lines are the responses
with and without synaptic activity, respectively. The similarity
within these two groups of three measurements suggests that
voltage-sensitive conductances probably did not interfere sig-
nificantly with the estimates of tin in this cell.

We measured tin in 20 cells and Rin in 27 cells from 25
different preparations while there was rhythmic activity in the
ventral roots, and when all activity was blocked by TTX. In all
cells, the network activity was seen as rich synaptic activity (see
Fig. 1 A), and 20 of 27 analyzed cells were rhythmically
modulated. Fig. 2A (Upper) shows tin measured at a depolar-
ized membrane potential by using hyperpolarizing pulses
(DH), and at a hyperpolarized membrane potential by using
both depolarizing (HD) and hyperpolarizing (HH) pulses,
before (open bars) and during TTX blockade (filled bars).
Each bar gives the average of all cells, based on measurements
of at least 25 pulses in each test. Fig. 2B (Upper) shows the
estimates for Rin, and here the estimates were also made in
voltage clamp. The range for tin was 12–84 ms, and for Rin
0.18–1.6 GV. The expected increases in tin and Rin in response
to blocking the synaptic activity with TTX were too small to be
significant (P . 0.05, one-way repeated measures MANOVA).
The SEM, added as vertical lines on top of the bars, does not
give large confidence intervals. The SEM constitutes less than
10% of all the average tin and Rin values. There were also no
significant differences between the tests, supporting the theory
that voltage-sensitive conductances did not interfere signifi-
cantly with the estimates. The average relative change in tin
and Rin is shown in the lower part of Fig. 2 A and B. These
relative changes showed no significant differences either,
suggesting that blocking synaptic network activity gave only
small changes of tin and Rin.

In some cells we observed a steady change, usually a
reduction, of tin and Rin during the recording period. This is
obscured in the estimates for the entire recording period
before and after TTX application (Fig. 2 A and B). To estimate
the error introduced by this change, we divided the duration of
the recording (20–40 min) into five equal time intervals, three
before and two after TTX application. The values for tin and
Rin were then normalized with respect to their average value
in the first three time bins. The average spontaneous change
of tin and Rin in the individual cells was calculated as the

average change between bin 1 and 2, 2 and 3, and 4 and 5. The
average change was a decline of 9% for tin (range 242% to

FIG. 2. Estimates of tin and Rin with and without network activity.
(A) tin was measured with network activity (open bars) and with all
activity blocked by TTX (filled bars) at depolarized holding potential
with hyperpolarizing steps (DH), and at hyperpolarized potentials with
both depolarizing steps (HD) and hyperpolarizing steps (HH). The
SEM (20 cells) is given as vertical lines on top of the bars. tin was not
significantly different comparing the tests before and after TTX, or
comparing the different tests (one-way repeated measures MANOVA,
P . 0.05). (B) The mean Rin with and without presynaptic activity, and
the relative changes (Lower) did not show significant differences when
the same test as in A was used. For Rin, voltage clamp was also used
for the measurements (right three groups). (C) The estimates from the
individual cells were divided in three parts of equal duration before
TTX application, and two equal parts after TTX. The values for tin
were normalized to the average value in the first three bins. The
averages of the tin, measured in the resulting five time bins in all 20
cells, are given as five bars, with the SEM added as a vertical line. If
we assume that the declining tendency seen between the first three bins
continued also during TTX application, we can add a new base (open
bar) for the increase induced by TTX. Including this correction, tin
increased on average 35% (open plus filled bar). (D) The average
increase in Rin, calculated in the same way as explained for tin in C, was
also 35% after addition of the extrapolated decline (open plus filled
bar). (E) Effect of blocking network activity with TTX, adjusted for
the expected decline in Rin, calculated for the individual cells (tin
calculated in 20 cells and Rin in an additional 7).
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125%), and 17% for Rin (range 250% to 113%). This
spontaneous change was probably present also between time
bins 3 and 4, when TTX was applied, causing an underestimate
for changes in tin and Rin. Therefore we added this expected
change (open bars in Fig. 2 C and D) to the change induced by
TTX, giving an adjusted total average increase in both tin and
Rin of 35%.

Fig. 2E shows the cumulative distribution for tin in 20 cells
and Rin in 27 cells, adjusted as described for the spontaneous
change in the individual cells. In response to block of synaptic
activity, tin (filled circles) increased between 5% and 280% in
15 of 20 cells and Rin increased between 5% and 127% in 21
of 27 cells. There was a reduction of tin in 5 cells and of Rin in
6 cells, probably reflecting statistical uncertainty and the fact
that the currents measured were very small.

Reduction of Rin by Individual PSCs. So far, all conduc-
tances have been calculated as averages over a duration much
longer than the duration of individual synaptic events. Because
Rin increased on average 35% and in no case more than 100%,
the average synaptic conductance (avGsyn) was smaller than
the input conductance (Gin 5 1yRin) without synaptic activity.
However, the membrane current, and therefore the conduc-
tance, was far from homogeneous over time. Fig. 3A shows the
current recorded in the same cell as used in Fig. 1, during 8 s
of locomotor-related activity. The current is characterized by
large-amplitude transient events, probably PSCs.

In Fig. 3B we compare the underlying conductance of these
PSCs with Gin with and without synaptic activity. Gin is
illustrated in voltage clamp by dividing the current responses
(average of 15 responses) by the step command (210 mV). The
hatched area represents the part of the input conductance that
disappeared in response to TTX application. In the same cell
PSCs were identified with a detection algorithm. The PSCs
were converted into conductances assuming a reversal poten-
tial for excitatory PSCs (EPSCs) at 0 mV and a reversal
potential for inhibitory PSCs (IPSCs) at 253 mV (measured in
55 cells with 10 mM Cl2 in the pipette). The Inset of Fig. 3B
shows 10 IPSCs and 10 EPSCs converted into conductances
(IPSGs and EPSGs, respectively).

Some of the larger PSCs had a peak conductance that was
as big as Gin (the steady-state part of the charging curves). Fig.
3C shows the distribution of the peak conductances of the
EPSGs and IPSGs (filled and open bars, respectively) detected
in one cell. The peak conductance is probably even larger at
the synapse because the fast currents were filtered by the
dendritic cable when arriving at soma. The values reflect,
however, the conductance change that will affect the integra-
tion properties of the somatic compartment. Below the x-axis
is also marked Gin without synaptic activity and the average
synaptic conductance (avGsyn). Many individual synaptic sig-
nals gave a contribution to the input conductance that was
considerably larger than the basal value. We repeated these
estimates in 14 cells (14 preparations) with a good signal-to-
noise ratio. All these cells showed similarly skewed distribu-
tions of synaptic conductances with many small but some large
conductances that were greater than the basic Gin present
without synaptic activity. The large conductance from a few
synaptic signals probably gave a membrane conductance that
was very heterogeneous over time.

DISCUSSION

Neuronal membrane properties are often studied without
background synaptic activity, and the integration properties
could be different from those seen during network activity.
The resistance (Rin) and time course of charging (tin) as
measured in soma are important for cell behavior because the
somatic compartment is probably the most important integra-
tor for initiation of the sodium spike. These parameters will
therefore affect the way synaptic signals are translated into cell

discharging. A high value for Rin will make PSPs more efficient
in terms of amplitude, whereas a slow tin will prolong the
duration of synaptic events. The high values for Rin and tin

measured with patch electrodes in slice preparations (3, 4) will,
however, give a correct picture of the integration properties
during network activity only if the synaptic conductances are
small compared with the basal membrane conductance.

Because the neonatal rat spinal cord allows us to combine
the study of a locomotor-associated network activity with
extensive experimental control, we have been able to show that
tin and Rin in neurons that are embedded in an active network
increased on average 35%, and rarely more than 100%, when

FIG. 3. Contribution from individual PSCs to Gin. (A) During
rhythmic activity in the ventral root (L2, lower trace), the membrane
current (upper trace) consists of fast events, presumably PSCs, in
positive and negative direction on a modestly f luctuating baseline. (B)
The current in response to a 10-mV step in the command potential was
converted to the corresponding conductance by dividing it by the
driving voltage (10 mV). The upper curve gives the conductance with
synaptic activity (dotted line gives SEM), and the lower gives the
conductance after TTX application. The hatched area gives avGsyn.
Inset shows 10 excitatory PSCs (EPSCs) and 10 inhibitory PSCs
(IPSCs), also converted into conductances (EPSGs and IPSGs). The
largest PSGs were of the same magnitude as the basal Gin without
synaptic activity. (C) Distribution of amplitudes of the peak conduc-
tance of EPSGs and IPSGs, as measured in the soma of one cell, is
shown as a histogram of filled and open bars, respectively. These
amplitudes were detected at a holding potential of 247 mV. Gin
without synaptic activity (continuous line) and the synaptic addition to
this conductance (dotted line) are shown below the histogram.
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network activity was blocked by TTX. These changes are
considerably more moderate than those suggested for pyra-
midal cells (5), but are more similar to findings from experi-
ments on visual cortex, which showed 5–20% increases in Gin
during visual stimulation (21).

Although synaptic activity made moderate changes to tin and
Rin over time, the individual postsynaptic conductances (PSGs)
at their peak could constitute the major part of Gin. In other
words, a considerable amount of the synaptic conductance was
concentrated over short time intervals, giving a great disparity
between a moderate average synaptic conductance (avGsyn)
and a large conductance of individual PSGs. This is probably
even more pronounced in the dendrites, where the higher axial
resistance will make the effect of the electrical events more
local. Between these extremes (the conductance of individual
PSGs and avGsyn), there may be periods with a concentration
of synaptic conductance. During the locomotor cycle there are
usually two halves of the cycle that are each dominated by
inhibitory and excitatory synaptic activity. If all the synaptic
conductance was concentrated in one cycle half, the values of
the synaptic proportion of the membrane conductance would
obviously be twice as large as our estimates. The cyclic
modulation comes, however, usually on top of a synaptic
background activity (22), so the maximal synaptic conductance
during one cycle half is probably less than twice the estimated
avGsyn. These considerations are supported by the lacking or
moderate changes in Rin between the two cycle halves found in
investigations of motoneurons (23, 24).

While there are few assumptions behind the direct mea-
surements of changes in tin and Rin as measured in the soma,
it is more problematic to estimate the underlying change in Rm.
An increase in Rm will give an increase in both tin and Rin, but
not always to similar degrees. The reason why changes in tin
and Rin are not necessarily proportional to changes in Rm is that
the dendrites have an axial resistance (Ra) that adds to the
resistance of the dendritic membrane. The influence of Ra on
these parameters increases with long and thin dendrites. We
have therefore explored how changes in Rm affect tin and Rin
in neurons with different dendritic length through a simulation
using the program NEURON (25). The model neuron was
constructed with a soma (15 mm) and dendrites as shown in
Fig. 4A. We used thin secondary and tertiary dendrites (0.5
mm) and Ra in the upper range of what has been reported (300
Vcm; see, e.g., refs. 26 and 27) because this emphasized the
effect of Ra on our estimates. The primary dendrite was 1.5 mm.
The diameter of the neonatal rat spinal cord, approximately
1.2 mm, puts a probable limit to the maximal length from soma
to the tip of the dendrites. Four cell lengths between 0.15 and
1.2 mm were tested, three of which are shown in Fig. 4 B and
C. For each of these cell lengths we tested values of Rm between
5 and 57 kVcm2 because this gave tin and Rin in the range that
we had observed in the experiments. The values of Rm were
selected so that each new Rm was 50% greater than the
previous one.

One obvious effect of long and thin dendrites is that a
steady-state voltage induced by a long-lasting current injection
into soma has lower amplitude at the tip of the dendrite than
in the soma. This attenuation (dendritic tip voltageysoma
voltage) of the steady-state voltage amplitude measured in the
model neuron is given in Fig. 4B. We see that even with
relatively high membrane resistance, there may be significant
attenuation of the voltage amplitude. This means that areas far
away from the soma may contribute less to our estimates for
tin and Rin. Therefore, if the conductance changes in the real
experiments were not uniform, but localized to the periphery,
we would underestimate the changes.

To explore how changes in Rm affected tin and Rin in neurons
with different dendritic length, and also to test the limitations
of our measuring method, we measured the response to current
pulses (20 pA, 300 ms) applied in the soma of the model

neuron. We estimated the increases in tin and Rin in response
to a chosen 50% increase in Rm between each run [i.e. (tin with
Rm 5 7.5)y(tin with Rm 5 5.0)]. The change in the true mem-
brane time constant (tm) would always be proportional to the
change in Rm because tm 5 Rm times a constant capacitance.
In Fig. 4C we can see that our estimator tin (open circles) also
changed proportionally to the change in Rm when the cells were
of moderate size. The ratio between changes in Rm from six
different values of Rm between 5 and 57 kVcm2 (x-axis) and the
relative change in tin is close to 1.0 when the cell is 150 and 300
mm long.

The rightmost plot in Fig. 4 shows that if the cells were very
long, in this case the width of the entire cord, the estimation
method fails by showing only 60% of the underlying change in
Rm, but estimates were within 70% of the true value for an
intermediate cell length of 600 mm (not shown). This failure to
detect a change in the time constant that was proportional to
the change in Rm demonstrates the insufficiency of our mea-
suring method to detect the true tm (see Methods and ref. 28).
The slowest time constant will always be equal to tm (20), so
by measuring over a later time interval of the charging curve
we may, theoretically, have come closer to tm. However, when
the measurement was delayed, the signal-to-noise ratio be-
came too poor because of the low amplitude of the decaying
transient and the large amplitude of the synaptic potentials. As
a tradeoff between these factors we chose a time interval (5–25
ms), in the simulation and the real experiments, where the
signal-to-noise ratio was the best.

The conclusion is that in the high-resistance cells we re-
corded from in the spinal cord, the change in tin, measured in
the way we have described, probably reflects at least 70% of the

FIG. 4. A model neuron used for simulating changes in tin and Rin.
(A) Three cell lengths (150, 300, and 1200 mm) are illustrated. For each
cell length Rm started at 5 kVcm2 and increased 50% of the last value
for each run, up to 57 kVcm2. This range is given as the x-axis in B and
C. (B) A steady-state voltage induced by a long-lasting current
injection into the soma has lower amplitude at the tip of the dendrite
than in the soma. The amplitude at the tip of one dendrite is given as
the percent of the somatic amplitude. (C) The increases in tin and Rin
were compared with a chosen 50% increase in Rm. tin increased almost
proportional to Rm in the cells that were 150 and 300 mm (open circles).
When the cells became very long (more than half the diameter of the
cord), tin increased considerably less than Rm, reflecting the limita-
tions of our approach to measure the slowest time constant (see
Discussion). Rin increased generally less than Rm, marked by filled
circles, that gives more deviation from unity than tin.
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underlying change in Rm. Rin (filled circles) generally changed
less than the underlying change in Rm, and is therefore not a
good estimator for the change in Rm.

We have not been able to confirm the theory that network
activity has very large effects on the membrane resistance (5).
This theory was based on simulations of pyramidal cells, which,
of course, may be affected more by network activity compared
with the neurons from which we have recorded. Many mor-
phological and physiological details, such as the density of
synapses, release probabilities, and presynaptic activity, are
necessary to know before transferring our findings to other
networks. The parameters could also be different in other
areas of the central nervous system, in other species, and at
different ages. It is also important to be aware that relatively
small changes in the average membrane conductance may
significantly influence the network function of the neurons
(29). Our findings demonstrate, however, that this spinal cord
network can operate and produce organized output without a
very large and continuous change in passive membrane prop-
erties.
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