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ABSTRACT Studies of meiotic recombination have re-
vealed an evolutionary paradox. Molecular and genetic anal-
ysis has shown that crossing over initiates at specific sites
called hotspots, by a recombinational-repair mechanism in
which the initiating hotspot is replaced by a copy of its
homolog. We have used computer simulations of large popu-
lations to show that this mechanism causes active hotspot
alleles to be rapidly replaced by inactive alleles, which arise by
rare mutation and increase by recombination-associated con-
version. Additional simulations solidified the paradox by
showing that the known benefits of recombination appear
inadequate to maintain its mechanism. Neither the benefits of
accurate segregation nor those of recombining f lanking genes
were sufficient to preserve active alleles in the face of con-
version. A partial resolution to this paradox was obtained by
introducing into the model an additional, nonmeiotic function
for the sites that initiate recombination, consistent with the
observed association of hotspots with functional sites in
chromatin. Provided selection for this function was suffi-
ciently strong, active hotspots were able to persist in spite of
frequent conversion to inactive alleles. However, this expla-
nation is unsatisfactory for two reasons. First, it is unlikely to
apply to obligately sexual species, because observed crossover
frequencies imply maintenance of many hotspots per genome,
and the viability selection needed to preserve these would drive
the species to extinction. Second, it fails to explain why such
a genetically costly mechanism of recombination has been
maintained over evolutionary time. Thus the paradox persists
and is likely to be resolved only by significant changes to the
commonly accepted mechanism of crossing over.

Meiotic crossing over between homologous chromosomes
plays two important roles in the genetic reshuffling caused by
sexual reproduction: it creates new combinations of alleles
within each chromosome, and it prevents nondisjunction dur-
ing chromosome segregation (1). Crossovers are initiated
primarily at specific sites called hotspots (2, 3). Most studies of
the mechanism have been done in ascomycete fungi, where
meiosis can be synchronously induced and all the meiotic
products recovered in the ascus. Biased gene conversion is a
typical consequence of recombination at hotspots (4–6). For
example, a cross between active and inactive alleles of the
ARG4 hotspot in the yeast Saccharomyces cerevisiae exhibits a
22-fold bias toward conversion of the active allele to its inactive
homolog (6). Physical studies have shown that recombination
events in S. cerevisiae are initiated by site-specific double-
strand DNA breaks at hotspots, before the visible pairing of
the chromosomes (7, 8). As illustrated in Fig. 1, these breaks
are thought to be repaired by DNA synthesis that uses the
strands of the homologous chromosomes as templates, with

resolution of the repair intermediate frequently creating a
crossover between the participating chromosomes (9, 10). This
and related recombinational-repair mechanisms can account
for both the preferential conversion of active hotspot alleles to
their inactive homologs, seen in fungi, and the association of
gene conversion with recombination hotspots, seen in many
organisms (reviewed in ref. 2).

But what accounts for the present abundance of hotspots
despite their loss by conversion to inactive alleles? Even
though inactive alleles may arise very rarely by mutation, they
should take over the population by converting active alleles,
unless their spread is opposed by selection, either for the
benefits of crossing over or for other hotspot-associated cel-
lular functions. To investigate the ability of these benefits to
compensate for conversion, we have developed a computer
model simulating a large population of diploid sexual organ-
isms (diagrammed in Fig. 2).

RESULTS

The Basic Model. Each generation of the model begins (step
1) with a pool of haploid gametes, each containing as its
genome a single chromosome with one recombination hotspot
(initially all carry the active r1 allele). Mutant gametes con-
taining an inactive hotspot allele (r2) arise (step 2) at fre-
quency Mr (usually 1028 per allele per generation). Diploids
are formed by random fusion of gametes (step 3), and may be
subject to viability selection (step 4) based on genotype at r and
at two flanking loci a and b (described in more detail below).
Individuals surviving selection undergo a conventional meiosis
(step 5) with or without recombination, producing four ga-
metes as illustrated in Fig. 1. At the start of this meiosis each
homolog is represented by two sister chromatids. r1 alleles
initiate recombinational repair with probability C. Sequential
rounds of repair occur if two or more chromatids initiate, so
that all are repaired. If the cell is heterozygous at r, repair
converts initiating r1 chromatids to r2. Each repair event
resolves as a crossover with probability X (usually X was set to
0.5). In this model, segregation is perfect if a crossover is
present, and random otherwise (50% probability of four
aneuploid gametes).

To first evaluate the power of the biased conversion of active
hotspots, unopposed by any benefits, crossing over was elim-
inated by setting X 5 0. Fig. 3A shows that r2 alleles took over
the population rapidly even when they arose very rarely (Mr 5
1028). The inset to Fig. 3A expands the scale during the
apparent lag period to show that the rare r2 alleles were
increasing exponentially due to conversion; the dotted line
shows the much slower change due to mutation alone. Chang-
ing C, the probability that active alleles initiate recombination,
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changed the rate of decrease of r1; the range of values of C
shown in Fig. 3A corresponds to that characterized for natu-
rally occurring hotspot alleles (11–16). Increasing or decreas-
ing the mutation rate (to Mr 5 1026 or 10210) changed only the
delay until heterozygotes became common, by about 50 gen-
erations when C 5 0.1 and by about 230 generations when C 5
0.02 (not shown).

This analysis confirmed that the conversion associated with
the initiation of recombination can cause rapid extinction of
active initiation sites. We next used the model to determine
whether crossing over’s known benefits could successfully
oppose this loss. We evaluated two well established benefits:
prevention of aneuploidy and recombination between linked
loci.

Segregation Benefits. Meiotic crossing over has a well
demonstrated role in the faithful segregation of homologous
chromosomes (1, 17–19); homologs not connected by cross-
overs in meiotic prophase often fail to attach stably to the
meiotic spindle, and consequently may be distributed ran-
domly to the daughter cells. Thus by promoting crossovers r1

alleles will increase fertility, and this advantage might allow

them to persist in spite of their loss by conversion in heterozy-
gotes. However, this benefit is limited by two factors. First, not
all break-and-repair events lead to chiasmata; simple isomer-
ization models predict that one-half of conversion events will
be accompanied by crossovers, but in S. cerevisiae and Neuro-
spora crassa the ratio is only about one-third (20). Second,
many species have backup systems that improve segregation in
the absence of crossovers (19, 21).

In evaluating the segregation benefits of crossovers we
deliberately exaggerated the benefit conferred by r1 alleles by
(i) setting X 5 0.5 so that half of all initiation events led to
crossovers, with every crossover ensuring correct segregation,
and (ii) having chromosomes disjoin randomly in the absence

FIG. 1. Meiotic recombination in yeast and its consequences. (a)
Two homologs of a single chromosome with a single recombination
hotspot; r1 is an active hotspot allele (black), and r2 is an inactive allele
(gray). The chromosomes have replicated before meiosis; each black
line represents a single chromatid. (b) One active hotspot allele
undergoes a double-strand DNA break. (c) The broken chromatid
undergoes recombinational repair, using a homologous chromatid as
a template. In the process the broken hotspot is replaced with a copy
of its homolog. (d) The recombining chromatids resolve, and com-
pletion of meiosis I and II produces four gametes: If resolution of the
repair intermediate has produced a crossover, segregation is accurate
and each gamete receives a single chromosome. If there has been no
crossover, chromosomes may be distributed randomly at meiosis I,
giving either four functional gametes or four aneuploid gametes.

FIG. 2. The computer simulation model. A deterministic popula-
tion was simulated using MATLAB (Student version 4a) on a Macintosh
PowerPC 7200. Viability selection acts on diploids, mutation on
gametes. The complete model is available by anonymous FTP at:
ftp://ftp.zoology.ubc.ca/pub/redfield.

FIG. 3. Decrease in frequency of the r1 allele due to conversion.
Mr 5 1028, Mab 5 0, no viability selection on a, b, or r. M, C 5 0.2; m,
C 5 0.1; Ç, C 5 0.05; å, C 5 0.02. (A) Conversion not opposed by
selection (X 5 0). The inset is an enlargement of the first 100
generations, with the dotted line showing the effect of mutation alone.
(B) Conversion opposed by fertility selection (X 5 0.5). With C 5 0.02
the frequency of the r1 allele had decreased to 0.01 at generation 1813.
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of a crossover. Although this benefit increased the fertility of
r1 homozygotes from 0.5 to 0.55 when C 5 0.05, and from 0.5
to 0.67 when C 5 0.2, it did not prevent the invasion and
ultimate fixation of r2 alleles (Fig. 3B). As before, changing the
mutation rate shifted the curves left or right without changing
their shape. Simulations were also run with X 5 1, so that every
conversion event caused a crossover, but even this unrealistic
condition did not prevent elimination of the r1 allele (not
shown). The explanation may arise from the success of r2

alleles in heterozygotes: when the r1 allele causes a crossover,
the r2 allele gets three-quarters of the benefits, and when the
r1 allele causes conversion without crossover, the r2 allele gets
all the benefits.

Recombination Benefits. To evaluate the benefits of the
genetic recombination that crossing over can cause, two loci
f lanking r were introduced (a and b) into the model. Both were
subject to viability selection and to deleterious mutation at rate
Mab per gamete. It is well established that epistatic fitness
interactions between genes can generate nonrandom associa-
tions between their alleles (linkage disequilibrium), and that a
‘‘modifier’’ gene that causes recombination between them can
be selected because it breaks down these associations (22, 23).
We tested fitness functions with no, moderate, and high
negative epistasis [multiplicative, additive, and quadratic func-
tions, respectively (24)] using selection coefficients that gave
polymorphic equilibria at a and b, and an unnaturally high
mutation rate (Mab 5 0.1) chosen to exaggerate the benefit of
recombination. Table 1 and Fig. 4 show results of these
simulations.

The no-conversion control conditions in Table 1 (lines 2, 7,
and 12) confirmed that, in the absence of crossing over, all
functions gave equilibrium viabilities corresponding to those
predicted analytically. For the multiplicative function this was
(1 2 Mab)4, the fraction of the population receiving no new
mutations in each generation. This was identical to the viability
of an asexual population and was not changed by recombina-
tion (compare lines 1, 2, and 3). With the epistatic selection
functions, the equilibrium viabilities expected in the absence of
crossovers at r were higher because of chromosome reassort-
ment during meiosis, and were further increased by recombi-
nation at r (compare lines 7 and 8, and 12 and 13). [For the
special cases in lines 7 and 12 the equations for the equilibria
simplified to a four-dimensional system of cubics, which were
solved explicitly using the symbolic package Maple.] Imposi-
tion of fertility selection further increased the viability slightly
by eliminating some nonrecombinant gametes (lines 9 and 14).

The effects of crossing over on viability were small, but Fig. 4
shows that in the absence of conversion they were sufficient to
cause substantial increases in the frequency of r1 alleles.

However, when gene conversion was restored to the model,
the benefit of recombination could not even slow the extinction
of r1 alleles (compare lines 10 and 15 of Table 1 to line 5 and
to Fig. 3A). When crossovers were assumed to increase fertility
by ensuring correct segregation, active hotspot alleles were, as
expected, lost more slowly, but again the benefit of recombi-
nation between a and b was too weak to influence the rate of
loss (compare lines 11 and 16 to line 6 and to Fig. 3B).

Nonmeiotic Benefits. The above results imply that meiotic
recombination hotspots should be rapidly eliminated in spite
of the benefits they confer in meiosis. Yet this has not
occurred. This paradox might be resolved if these sites were
found to be maintained by selection for some other cellular
function. This possibility has been suggested by molecular
studies, which have found that hotspots do not show any
sequence consensus, but commonly coincide with transcription
factor binding sites (13, 25), DNA replication origins (26), and
other exposed regions of the chromosome (11, 27). Further-
more, genetic manipulations that alter chromatin structure or
binding of transcription factors also alter hotspot activity (11,
28). Thus loci that act as hotspots in meiosis may have roles in

FIG. 4. Effect of selection against a2 and b2 mutations on fre-
quency of the r1 allele. Mr 5 0, C 5 0.2, X 5 0.5, Mab 5 0.1, conversion
at r and fertility selection inactivated. E, multiplicative selection (Wab
5 0.85i); F, additive selection (Wab 5 1 2 0.15i); å, quadratic selection
(Wab 5 1 2 0.04i 2 0.02i2).

Table 1. Effects of genetic recombination

Populationyselection Line
Fertility
selection Mr

Initial
r1

Equilibrium
r1

Equilibrium
frequency
of a1, b1

Equilibrium
viability

Equilibrium
fertility

Asexual population 1 n.a. n.a. n.a. n.a. 0.3704 0.6561 n.a.
Sexualymultiplicative selection 2 Off 0 0 0 0.3704 0.6561 n.a.

Wab 5 (1 2 0.15)i 3 Off 0 1.0 1.0 0.3704 0.6561 n.a.
4 On 0 1.0 1.0 0.3704 0.6561 0.671
5 Off 1028 1.0 0 (155) 0.3704 0.6561 n.a.
6 On 1028 1.0 0 (256) 0.3704 0.6561 0.5

Sexualyadditive selection 7 Off 0 0 0 0.5198 0.6807 n.a.
Wab 5 1 2 0.15i 8 Off 0 1.0 1.0 0.5300 0.6862 n.a.

9 On 0 1.0 1.0 0.5321 0.6873 0.6712
10 Off 1028 1.0 0 (155) 0.5198 0.6807 n.a.
11 On 1028 1.0 0 (256) 0.5198 0.6807 0.5

Sexualyquadratic selection 12 Off 0 0 0 0.5184 0.7427 n.a.
Wab 5 1 2 0.02i 2 0.04i2 13 Off 0 1.0 1.0 0.5463 0.7576 n.a.

14 On 1.0 1.0 0.5512 0.7601 0.6712
15 Off 1028 1.0 0 (155) 0.5184 0.7427 n.a.
16 On 1028 1.0 0 (256) 0.5184 0.7427 0.5

In all simulations the initial frequency of a1 and b1 alleles was 1.0, and Mab 5 0.1. Where fertility selection or conversion were acting, C 5
0.2 and X 5 0.5. The value in brackets is the number of generations taken for the r1 allele frequency to fall below 1026. n.a., not applicable.

8060 Genetics: Boulton et al. Proc. Natl. Acad. Sci. USA 94 (1997)



cellular processes other than recombination (3), and selection
for these other functions could balance loss of hotspots by
conversion (6).

To evaluate this in the model, the viability of individuals
homozygous for r2 alleles was reduced by a selection coeffi-
cient Sr. Fig. 5 shows that this viability selection could balance
or overcome loss of r1 by conversion, even in the absence of
segregation and recombination benefits (X 5 0; Mab 5 0).
When heterozygotes were assumed to be fully viable (Fig. 5A),
strong selection caused the r1 and r2 alleles to reach stable
equilibria, although weaker selection only delayed extinction
of r1. When r2 and r1 were codominant (Fig. 5B), r2 could
invade to fixation when Sr was small, but was unable to invade
when Sr was large; polymorphisms were not stable. This
dependence on the mode and strength of selection is not
surprising, as this version of the model is formally identical to
a simple meiotic drive system countered by selection and gives
identical results (29). As expected, restoring the segregation
benefits (X 5 0.5, Fig. 6) did decrease the amount of viability
selection needed to give polymorphic equilibria and resistance
to invasion. In contrast, the outcome was not changed by
including the benefits of recombining a and b (data not shown),
confirming the conclusion that recombination per se has very
little effect on hotspot loss due to conversion.

The selection coefficients required to maintain an active
allele at a single hotspot locus substantially reduced organis-
mal fitness. The analysis in Table 2 shows that, if such viability
selection were to act on the many loci needed to give exper-
imentally observed crossover frequencies, the fitness cost
would be intolerably high.

This analysis assumed a haploid chromosome number of 10,
and was done for each of 16 types of hotspot loci, differing in
their assumed activities (C) and roles in viability (Sr and h).
The first step was to use the above model to determine, for a
single locus of each type, the equilibrium frequency of r1 and
the consequent reduced viability. Segregation benefits were
incorporated as in Fig. 3B, and the effects of recombination
between a and b were eliminated by setting Mab 5 0. The
equilibrium frequency of r1 was then used to calculate the

number of hotspot loci each chromosome required to ensure
at least one crossover in 99% of meioses. With 10 chromo-
somes this ensured that less than 5% of gametes would be
aneuploid due to lack of a crossover. Actual aneuploidy rates
may be somewhat lower (30), so this analysis may underesti-
mate the number of hotspots that must be maintained by
selection. The calculated number of hotspots then was used to
calculate the mean viability of the population at equilibrium,
under the assumption that selection acted independently on
each r locus.

The results, shown in the rightmost column of Table 2, imply
that the cost of maintaining hotspots by viability selection
would be intolerable. The magnitude depended on both the
activity of the hotspot type and on its selective importance.
However, even in the best case (type 8) more than half of the
population died because of gene conversion at hotspot loci.
Experimentally characterized genomes typically have hetero-
geneous hotspot loci; these are considered by the bottom two
rows of Table 2. Here selection costs were evaluated assuming
either that each of the 16 previously considered locus types
contributed an equal number of crossovers, or that each type
contributed an equal number of loci. In both cases the selection
costs were extremely high.

DISCUSSION

Although the model neglects many factors seen in real
meioses, the following points suggest that none of these factors
is likely to mitigate the extinction of active hotspots.

Mutation. Because extinction is driven by conversion rather
than mutation, the outcomes are extremely insensitive to
changes in the rate of mutation at r. Back mutation from r2 to
r1 is unlikely to be significant. Simple algebra shows that the
equilibrium frequency of the r1 allele can be well approxi-
mated by the back mutation rate divided by twice the r1 alleles’
frequency of initiation (C). Thus, unless the back mutation rate
is extraordinarily high, new r1 alleles will normally occur in
r1yr2 heterozygotes, where they will reconvert themselves to
r2 the first time they act. The model does not explicitly
consider mutation to alleles of r having low initiation activity
(rather than no activity), but the outcome should depend only
on the difference in activity between the competing alleles.
The genes a and b f lanking r are assumed to mutate at an
unrealistically high rate, but reducing this would only decrease
the very weak benefits of recombination.

Selection and Recombination. The strong epistatic selection
acting on the flanking genes, like the high mutation rate, serves
to maximize the recombination benefits opposing loss of
hotspots. The benefits cannot be increased further without
causing most of the population to be killed by selection in each
generation. For the same reason, introducing additional f lank-
ing genes subject to epistatic selection would require weaken-

FIG. 5. Effect of viability selection against r2 mutations on fre-
quency of the r1 allele. Mr 5 1028, C 5 0.1, X 5 0, Mab 5 0, no viability
selection on a or b. E, Sr 5 0; F, Sr 5 0.1; M, Sr 5 0.2; m, S4 5 0.4. (A)
Wr

11 5 Wr
12 5 1, Wr

22 5 1 2 Sr; (B) Wr
11 5 1, Wr

12 5 1 2 0.5Sr,
Wr

22 5 1 2 Sr.

FIG. 6. Combined effects of fertility selection and viability selec-
tion against a2, b2, and r2 mutations on frequency of the r1 allele. C 5
0.1, Mr 5 1028, X 5 0.5, Mab 5 0, quadratic selection against a2 and
b2, (see legend to Fig. 4). E, Sr 5 0; F, Sr 5 0.1; M, Sr 5 0.2; m, Sr 5
0.4. Wr

11 5 Wr
12 5 1, Wr

2 5 1 2 Sr.
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ing selection and mutation pressures on each gene, and thus
will not significantly increase the benefits of recombination
between the loci. The model does not evaluate the genetic
benefits of recombination in small populations (Muller’s
Ratchet; ref. 31), nor the advantage of recombination in the
presence of rapidly evolving pathogens or parasites (32).
However, the effects of these benefits are unlikely to be
substantially greater than those of recombining deleterious
mutations, which were tested and found to be extremely weak
relative to the cost of conversion.

Genome Structure. Increasing the number of chromosomes
per haploid set, or the number of hotspots per chromosome,
will not strengthen the segregation or recombination benefits.
Nonhomologous chromosomes segregate independently, so
the presence of additional chromosomes would not improve
each chromosome’s ability to segregate correctly from its
homolog and would expose it to the additional risk of segre-
gating into a gamete that had become aneuploid for a different
chromosome. Chromosomes typically have multiple hotspots
and undergo at least one and no more than several crossovers
in each meiosis, with interference between hotspots limiting
the number of crossovers. But interference acts only to limit
crossing over, not conversion (33), so introducing multiple
hotspots per chromosome into the model would reduce each
hotspot’s contribution to accurate segregation and to recom-
bination without reducing its risk of conversion.

Thus the model appears to be robust; the conclusion that the
sites thought to initiate crossing over cannot be maintained by
the benefits of the events they cause is not an artefact caused
by simplifying assumptions.

Is this self-destructive recombination mechanism the only
possible way to carry out meiotic recombination? The need to
correctly pair many sites distributed throughout a large ge-
nome may preclude a simple cut-and-ligate mechanism like
those used by most site-specific recombination systems, unless
a different recognition sequence were used for each site, or
homology reliably established by paranemic pairing of flanking
sequences before the actual initiation of recombination (34).
A mechanism where the recognition site caused its homolog to
be cut (cutting-in-trans) would prevent loss of active hotspots
by conversion, but, because this would reverse the direction of
the conversion bias, could cause hyperactive hotspots to
overrun the genome. However even with cutting-in-cis there is
no evident need for conversion at the initiation site, as the free
ends required for an efficient homology search by plectonemic

pairing could in principle be generated by a simple nick or
break without accompanying strand degradation.

The existence of self-converting hotspots at functional sites
could be a consequence of using a recombinational-repair
mechanism to initiate meiotic crossovers. Recombinational
repair is already an essential component of any cell’s DNA
repair tool kit and appears to have been adapted for meiotic
crossing over in yeast by production of a meiosis-specific
endonuclease. Such a nuclease might be constrained by chro-
matin structure to act primarily at relatively exposed DNA,
thus causing crossing over to initiate preferentially at active
regions of the chromosome. Those sites whose roles in viability
were weaker than their frequency of conversion would then be
eliminated by the associated conversion to inactive alleles. This
explanation makes the testable prediction that the only hot-
spots to persist will be under viability selection strong enough
to compensate for their loss by conversion.

McKee (35) has suggested that initiation of crossing over at
promoters is an adaptation that targets recombination to
transcriptionally active and hence mutation-prone regions of
the genome, especially those containing promoter-up muta-
tions. However, this neglects the high cost of the selection
needed to maintain normal promoters and also requires that
mutation rates be higher than conversion frequencies, when in
reality they are at least several orders of magnitude lower (36).

Consideration of direct viability selection on hotspots does
not fully resolve the paradox of hotspot persistence, because
the population’s reproductive capacity may be drastically
reduced by the partial or complete loss of alleles for many
important functions. The computer model we have presented
readily incorporates this selection, because it considers only a
single hotspot in an organism with unlimited reproductive
capacity. However, providing at least one crossover per chro-
mosome would require tens or hundreds of moderately active
hotspots, an estimate consistent with the distribution of re-
combination sites and the distributions and frequencies of
meiotic double-strand breaks (11).

The cost of this viability selection is very sensitive to the
selection parameters acting on the individual loci. At one
extreme, r1 alleles whose selection coefficients are well below
the frequency with which the allele initiates recombination will
be eliminated by conversion, and their contributions to via-
bility permanently lost. At the other extreme, loci whose r2

alleles are quickly eliminated by strong codominant selection
will retain r1 alleles at little cost. However, if, as suggested

Table 2. Analysis of hotspot loci maintained by viability selection

Type of r
locus C Sr h

Frequency of r1

per locus at
equilibrium

r loci
neededy

chromosome

Viability at
equilibrium

(1 locus)

Viability at
equilibrium

(10 chromosomes)

1 0.01 0.0075 0 0.322 716 0.9966 2.57 3 10211

2 0.1 0.280 824 0.9958 8.68 3 10216

3 0.01 0 0.490 470 0.9974 4.85 3 1026

4 0.1 0.490 471 0.9969 4.46 3 1027

5 0.02 0 0.744 310 0.9987 1.77 3 1022

6 0.1 0.807 285 0.9986 1.84 3 1022

7 0.04 0 0.872 264 0.9993 0.175
8 0.1 0.968 238 0.9997 0.497
9 0.1 0.075 0 0.236 99 0.9563 5.95 3 10220

10 0.1 0.190 124 0.9484 3.07 3 10229

11 0.1 0 0.411 57 0.9653 1.81 3 1029

12 0.1 0.406 58 0.9598 4.62 3 10211

13 0.2 0 0.692 33 0.9810 1.78 3 1023

14 0.1 0.761 30 0.9813 3.47 3 1023

15 0.4 0 0.842 27 0.9901 6.72 3 1022

16 0.1 0.955 24 0.9957 0.356
All 16 types Equal crossovers by each type of locus 6.05 3 1028

All 16 types Equal numbers of each type of locus 1.46 3 1025
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above, viability selection is due to various nonmeiotic functions
causing an open chromatin structure, many hotspot loci will
fall between these extremes, and selection on these will
maintain polymorphisms like those analyzed in Table 2. The
cost this selection imposes need not be a serious problem for
yeast and other facultatively sexual organisms, where it could
be spread over the many asexual generations occurring be-
tween rare sexual events. However, such strong selection could
easily drive obligately sexual species to extinction.

In summary, the paradox remains unresolved at two levels.
First, the mechanism of meiotic recombination, including
initiation at hotspots, presumably exists to cause crossing over,
but our analysis has failed to identify benefits of crossing over
strong enough to maintain hotspots in the face of their loss by
conversion. Second, if initiation at hotspots is an accidental
aspect of recombination, it is an extremely expensive one,
because it causes functional sites such as active promoters to
be replaced by inactive alleles. We are left with the possibility
that the role of initiation hotspots in meiotic crossing over has
been misinterpreted.
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Li, and Ken Hillers for comments on the manuscript. R.J.R. is a
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