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Coinfection of a host by multiple parasite species has important
epidemiological and clinical implications. However, the direction
and magnitude of effects vary considerably among systems, and,
until now, there has been no general framework within which to
explain this variation. Community ecology has great potential for
application to such problems in biomedicine. Here, metaanalysis of
data from 54 experiments on laboratory mice reveals that basic
ecological rules govern the outcome of coinfection across a broad
spectrum of parasite taxa. Specifically, resource-based (‘‘bottom-
up’’) and predator-based (‘‘top-down’’) control mechanisms com-
bined to determine microparasite population size in helminth-
coinfected hosts. Coinfection imposed bottom-up control
(resulting in decreased microparasite density) when a helminth
that causes anemia was paired with a microparasite species that
requires host red blood cells. At the same time, coinfection im-
paired top-down control of microparasites by the immune system:
the greater the helminth-induced suppression of the inflammatory
cytokine interferon (IFN)-�, the greater the increase in micropara-
site density. These results suggest that microparasite population
growth will be most explosive when underlying helminths do not
impose resource limitations but do strongly modulate IFN-� re-
sponses. Surprisingly simple rules and an ecological framework
within which to analyze biomedical data thus emerge from anal-
ysis of this dataset. Through such an interdisciplinary lens, pre-
dicting the outcome of coinfection may become tractable.
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Host–parasite interactions are rarely one-on-one. Instead,
each host tends to harbor a community of parasite species,

and these multispecies coinfections shape disease epidemiology
[e.g., by altering the infectiousness (1–3) or availability (4) of
hosts] as well as disease severity. Helminths (parasitic worms)
and microparasites (viruses, bacteria, fungi, or protozoa), for
example, widely cooccur and may interact either to the detriment
or the benefit of the host (5, 6). Coinfection thereby raises the
question of whether anthelmintic drugs would alter the severity
of diseases like malaria (7, 8), and presents both challenges and
opportunities for proposed ‘‘integrated control’’ programs that
target multiple infections at once (5).

An ability to predict the outcome of coinfection (or at least to
understand the context dependency of outcomes) would facili-
tate design of integrated control programs and could also aid
understanding of the ecology and evolution of both parasites and
hosts (9–11). However, the complexity of within-host interac-
tions (12–16) can make it difficult to predict how one infection
will affect the course of others. Disentangling such complexity
is a core activity of community ecologists, who in recent years
have successfully identified trophic rules that determine, for
example, the abundance of organisms in marine (17) as well as
tropical (18, 19) and temperate (20) terrestrial ecosystems.
These trophic rules include ‘‘bottom-up’’ control of population
size via resource limitation and ‘‘top-down’’ control via preda-
tion (21). Only by considering regulation by both resources and
consumers have ecologists been able to explain the abundance
of organisms across such diverse communities (17–20). One

major finding is that the relative importance of top-down and
bottom-up control mechanisms varies among species and eco-
systems; a charismatic example of this is provided by African
savannah systems, in which zebra populations are primarily
controlled by predators, whereas wildebeest are more strongly
regulated by the quality and quantity of plant matter available for
them to eat (18). I applied these principles on a different scale
in the present study, to investigate whether defined within-host
ecological interactions, namely, competition for resources
(bottom-up population control) and/or predation by the immune
system (top-down control) (22), could explain changes in mi-
croparasite population size caused by underlying helminth coin-
fection. I essentially undertook analysis of the community ecol-
ogy of the coinfected laboratory mouse.

Biomedical research provides evidence that helminths have
the potential to alter both bottom-up and top-down control of
microparasites. Helminths might impose resource limitation if,
for example, they reduce the availability of surface area for
microparasite attachment (23) or of the cell type essential for
microparasite replication (24). Here, I focused on the extent to
which helminth species affect the availability of host red blood
cells (RBCs) as an example of the potential for bottom-up
control: helminths that induce anemia might limit population
growth of microparasites that depend on RBCs. Helminths are
also expected to alter the efficacy of immune predation on
microparasites. Ideally, the immune system would multitask with
ease when concurrent challenges are anatomically separated or
antigenically distinct (25). Indeed, membrane-bound molecules
enable fine control of immune signaling, allowing deft multi-
tasking by dendritic cells, for example (26). However, signaling
molecules such as cytokines that are released into the environ-
ment are considered to be promiscuous (rather than antigen-
specific) in their effects (27), and even gut-restricted helminths
have systemic immunological effects via cytokines (28). The
discovery of mutual inhibition (29) between the cytokine re-
sponses induced by helminths versus microparasites (30) there-
fore provided a fresh understanding of helminth–microparasite
coinfection (13). I focused on the signature cytokines of hel-
minth-induced and microparasite-induced immune responses
[interleukin (IL)-4 and interferon (IFN)-�, respectively (30)], to
assess changes in the efficacy of top-down control of micropara-
sites during helminth coinfection.

I conducted statistical metaanalysis of data from 54 experi-
ments that compared microparasite densities in laboratory mice
with and without helminth coinfection. I calculated log response
ratios (31) and assessed whether the effect of coinfection on
microparasite population size could be predicted by the potential
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for RBC limitation and/or the extent of cytokine alterations
induced by coinfection. I also assessed whether changes in
microparasite density were explained by host genotype, host sex,
helminth or microparasite taxon, inoculating dose, or interval
between infections. I found evidence for the bottom-up and
top-down mechanisms only as significant predictors of peak
microparasite densities during coinfection. The resulting frame-
work helps to reconcile apparently contradictory laboratory
findings and suggests a template for future work in the within-
host ecology of infectious disease.

Results
The metaanalysis first confirmed that effects of helminth coin-
fection vary significantly among species pairs, with 27% of
coinfections resulting in no change, 23% resulting in reduced,
and 50% in increased microparasite density (Fig. 1). In other
words, the results quantitatively confirmed what qualitative
biomedical reviews of coinfection biology (12–16) suggest, that
there is no one general outcome observed when helminths and
microparasites interact within a host. I next addressed the power
of bottom-up and top-down ecological control mechanisms to
explain differential outcomes and/or identify contexts in which
to expect large growth of microparasite populations in helminth-
coinfected hosts.

The analysis of bottom-up control revealed a general rule
about how microparasites are affected by helminth coinfection.
For species pairs without RBC limitation, microparasite density
tended to be increased by helminth coinfection, whereas RBC
limitation was associated with reduced peak microparasite den-
sity (Fig. 2). In other words, helminths that induce anemia
reduced replication of microparasite species that require RBCs.
In the absence of this effect, helminth coinfection led to signif-
icantly increased microparasite density. This conclusion was
supported by weighted parametric analysis of the 40 experiments
that provided variance estimates (Q1,38 � 5.90; P � 0.015) as well
as unweighted nonparametric analysis of all 54 experiments
(Q1,52 � 8.87; bootstrap P � 0.001).

The analysis also revealed a rule about top-down control of
microparasites during helminth coinfection, based on the 14
experiments for which data on microparasite densities and
time-matched cytokines were available. Essentially, freedom
from top-down control was associated with increased size of
microparasite populations: the greater the helminth-induced
reduction in microparasite-specific IFN-�, the greater the in-
crease in microparasite density (Fig. 3) (slope � �0.18 � 0.05;

Q1,12 � 13.54; P � 0.00023). Thus, helminth-induced changes in
IFN-� production by host cells significantly predicted the direc-
tion and magnitude of impact on microparasite density, across
parasite taxa. However, changes in IFN-� were not related to
IL-4 production [see supporting information (SI) Text and SI
Fig. 5].

Host genotypes (here, inbred strains within a species) did not
differ in the efficiency with which they killed microparasites, nor
did host sex, parasite taxa, dose, nor interval between infections
influence control of microparasites during coinfection (see SI
Text). Thus, of all predictor variables tested, only the bottom-up
and top-down control factors of RBC limitation and IFN-�
production, respectively, appeared general enough to be predic-
tive of outcome.
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Fig. 1. Effect sizes for changes in microparasite density induced by helminth
coinfection, based on data from 54 experiments. For the 40 experiments for
which data on variance were available, the 95% C.I. is depicted. Helminth
coinfection resulted in significantly reduced microparasite density in 23% of
experiments, increased density in 50%, and no effect (C.I. overlapping zero) in
27%.
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Fig. 2. Mean effect sizes for changes in microparasite density due to
helminth coinfection, according to whether the helminth limits resource
availability (here, host RBCs) for the microparasite. Data from 54 coinfection
experiments were metaanalyzed to assess whether changes in peak micro-
parasite density depended on helminth-induced RBC limitation (means �
bootstrapped 95% C.I. shown). Each pair of parasite species was identified a
priori as possessing potential or no potential for RBC limitation (see Methods).
RBC-limiting coinfection tended to decrease microparasite density, whereas
microparasite density was increased when helminth coinfection did not im-
pose RBC limitation for the microparasite.

-2

-1

0

1

2

-4 -3 -2 -1 0 1 2 3

IFN-γ effect size

ezis tceffe y tisned etisaraporci
M

Fig. 3. Helminth-induced alterations in microparasite-specific immunity as a
predictor of microparasite density effect size. IFN-� is a potent immunological
molecule involved in defense against microparasites. Metaanalysis of data
from 14 experiments revealed a negative relationship between microparasite
density and IFN-� effect sizes induced by helminth coinfection (point esti-
mate � variance shown). The greater the helminth-induced reduction in
microparasite-specific production of IFN-�, the greater the increase in micro-
parasite density. Host genotype [analyzed with A/J (gray triangle) omitted:
tested for effects of C57BL/6 (filled diamonds) versus BALB/c (open diamonds)
genotype] did not explain the pattern, and the pattern remained significant
even when the data point at the bottom right was excluded from analysis.
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Discussion
Here, I show that resource limitation predictably decreased and
suppression of inflammatory immune responses predictably
increased microparasite population size in coinfected hosts. In
other words, helminth-induced changes in RBC availability and
IFN-� production were predictive of whether microparasite
density was decreased or increased by coinfection. Bottom-up
and top-down ecological ‘‘rules’’ therefore detectably govern
these microparasite populations (Fig. 4). In some senses, this is
unsurprising; microparasites are organisms, after all, and there
is no reason to suspect that they are exempt from ecological
processes that shape the abundance of organisms in macroeco-
systems (e.g., refs. 17–20). Furthermore, IFN-� is central to the
clearance of virtually all microparasites, despite differences in
the details of which cell types or anatomical location might be
involved (27, 30). However, generalizations are rare in coinfec-
tion biology, and qualitative reviews of immunity to coinfection
(12–16) never consider resource limitation when attempting to
reconcile apparently contradictory findings of immunological
studies. Indeed, in biomedicine, scientists tend to study resources
or immune responses, but not both. There is thus a divide even
among subdisciplines of biomedicine that is bridged here. The
major contribution of this metaanalysis is the use of interdisci-
plinary thinking to reveal generalizations and to encourage
holistic investigation of the within-host ecology of coinfection.

Strikingly, ecology provides a rigorous conceptual and statis-
tical framework within which to analyze the relative strengths of
top-down versus bottom-up control, as well as interactions or
other nonlinearities in the mechanisms driving dynamics in
within-host communities (Fig. 4). On the macroecosystem scale,
for example, the strength of top-down control of Swedish foxes
(20) and Panamanian caterpillars (19) has been shown to be
strongest in the absence of bottom-up control: only when
resources are not limiting do predators dominate prey dynamics.
Parallel experimental methods (i.e., manipulating both resources
and immunity) and statistical methods (i.e., explicitly testing for
interactions) could reveal similar context dependencies in the
strength of top-down control of microparasites during coinfec-
tion. Ecological methods can also identify which population
control mechanism is most important for each species in an
ecosystem. Zebras, for instance, appear to be primarily regulated
by predation, whereas coherding wildebeest are regulated by the
availability of food (18). Would analogous studies of parasite
populations reveal that different, even closely related, parasite
species are controlled within the host by distinct ecological
mechanisms? Such information would be of both basic and
applied scientific interest.

I found that the extent to which helminths reduced micro-
parasite-specific production of IFN-� was predictive of the
direction and magnitude of effect on microparasite density (Fig.
3). However, I was unable to identify a general mechanism of
IFN-� suppression: neither antigen-specific nor polyclonal IL-4
was predictive of the observed changes induced by coinfection
(see SI Text). Other anti-inflammatory cytokines such as the
potent immunomodulator IL-10 (32) may also be involved in
IFN-� suppression. Indeed, differences among helminth species
or inoculating doses in the propensity to induce immunomodu-
latory versus helminth-clearing cytokines (33) could differen-
tially impact the strength of microparasite-specific IFN-� re-
sponses and thus generate the x axis variability evident in Fig. 3.
Too few coinfection studies to date have measured IL-10 to
permit inclusion of that factor in this metaanalysis. In any case,
there may be too many intermediate or system-specific steps
between helminth-induced immune responses and their by-
stander effects on microparasites to be detected in such an
analysis. What is remarkable here is that a detectable general
rule about top-down control of microparasites during helminth
coinfection emerged, despite the dynamic complexities of im-
mune responses (34). It is important to highlight such cases of
functional simplicity in complex systems, particularly in this era
of high-throughput data collection in biomedicine (27).

At the same time, I found that helminths that caused anemia
imposed resource limitation on RBC-dependent microparasites
and thereby reduced their population size compared with what
was observed during microparasite infection alone (Fig. 2).
Given this RBC-based definition, bloodborne protozoa in phy-
lum Apicomplexa (the parasites that cause babesiosis and ma-
laria) dominated the resource-limited category. Still, neither
kingdom nor phylum-level taxonomic distinctions among micro-
parasites accounted for the pattern in Fig. 2, and when Apicom-
plexans were paired with helminths that did not induce anemia,
their densities were increased, on average. Thus, the coarse-
grained categories of resource limitation used here provided
evidence of power to predict the direction of effects of helminth
coinfection even within Apicomplexa. The results also support
the hypothesis that the effect of resource limitation ought to be
strongest for species that are averse to infection of the very young
RBCs, or reticulocytes, that the host produces in homeostatic
response to anemia (24) (see SI Text). It would be desirable to
assess more general, and ideally quantitative, metrics of resource
limitation in future studies: for example, competition for space
among parasites (23) or for nutritional resources among host,
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Fig. 4. Conceptual diagram of a unified bottom-up/top-down ecological
framework within which to analyze helminth–microparasite coinfection.
Helminth-induced changes in immunity or resource availability (in gray re-
gion) have effects on microparasite density (in white region) that correspond
to top-down and bottom-up ecological processes. For example, decreased
production of the cytokine IFN-� reduced top-down control, as evidenced by
the increased density of microparasites (see Fig. 3). At the same time, de-
creased RBC density enhanced bottom-up control, as evidenced by the de-
creased density of microparasites requiring that cell type (see Fig. 2). The solid
arrows correspond to these scenarios. However, how helminth-induced
changes in immunity and resource availability might interact to shape micro-
parasite populations is unknown, as represented by dashed lines. For example,
in cases in which immunity fails to explain observed microparasite densities,
might resource limitation be operating? In biomedicine, the two lines of
inquiry are virtually never pursued together, whereas the science of ecology
provides a conceptual and statistical/mathematical framework in which to
understand interactions between bottom-up and top-down processes (repre-
sented by the ecological toolbox). Ecology may thus be able to explain and
predict a wider range of coinfection outcomes than biomedical subdisciplines
have yet managed, including cases in which helminth coinfection does not
alter microparasite density or does so in apparently counterintuitive ways.
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helminths, and microparasites (35). Such data are not yet widely
available in the published literature.

In summary, this analysis lends credence to the idea that the
outcome of coinfection may be predictable from ecological first
principles. The fact that the density of microparasites without
resource limitation was positively rather than neutrally affected
by helminth coinfection (Fig. 2) suggests that release of top-
down control might have consequences only in the absence of
resource limitation. This is exactly the sort of interaction that
ecology is well poised to frame and address, as outlined above
and in Fig. 4. These results also enable a priori prediction of
which species combinations will result in explosive microparasite
replication. The most explosive might involve a helminth that
powerfully reduces IFN-� responses but does not impose re-
source limitation for the microparasite species with which it is
paired. Such predictions could be tested. Based on the RBC
limitation framework, for example, a species pair that showed
evidence of bottom-up but not top-down control could be
introduced into animals with blood transfusion. Would allevia-
tion of bottom-up control allow helminth-induced changes in
IFN-� to dominate dynamics? To enable formal assessment of
the relative or context-dependent importance of each mecha-
nism (see SI Text), it appears essential for immunological
measurements in future studies to be routinely complemented by
measurements of the resources essential to microparasite repli-
cation. Interestingly, both the bottom-up and top-down factors
analyzed here appear to be direct host defense mechanisms:
suppression of erythropoeisis and destruction of uninfected
RBCs are part of the normal physiological response against
malaria (36).

Unearthing generalities such as these ecological ‘‘rules’’ gov-
erning microparasite density during coinfection may be partic-
ularly useful in settings where not only pairwise but multivalent
interactions among parasite species are common (5, 6). Com-
munity ecology has revealed the power of pairwise species
interactions to illuminate community structure in a multispecies
world, even if imperfectly. Similarly, understanding pairwise
interactions in animal models of coinfection is a good starting
point to render real-world complexity tractable. For example,
once interactions are better understood in the laboratory, it will
be more feasible to extend the findings to coinfected hosts in
nature, including their nutritional challenges (35), seasonality in
immunocompetence, or extrinsic factors that alter intensity of
exposure to parasites (6, 37). Future metaanalyses may use data
on laboratory mice to identify contexts in which helminths
predictably alter the severity of microparasitic disease (refs. 5
and 6; also see the SI Text), the feasibility of drug treatment (38),
or the efficacy of vaccination (2, 15). Of ecological and evolu-
tionary interest, metaanalysis of coinfection might also reveal
determinants of the species composition of parasite communities
(11) and/or the probable consequences of selective regimens
imposed by coinfection (9). Such analyses would complement
ongoing, detailed biomedical investigations of system specifici-
ties and would arguably maximize the value of animal research.
Viewing coinfection through the lens of community ecology may
even reveal that coinfection is not as hopelessly complex as it first
appears.

Methods
The data for this metaanalysis came from 54 experiments on helminth–
microparasite coinfection in laboratory mice (see SI Tables 1 and 2). The range
of infections included 9 helminth species and 28 microparasite species (6 viral,
8 bacterial, and 14 protozoal). Published studies were located via PubMed and
ISI Web of Science searches on combinations of the following terms or trun-
cated variants thereof: coinfection, concomitant infection, concurrent infec-
tion, polyparasitism, mixed infection, helminth, nematode, trematode, ces-
tode, virus, bacteria, fungus, and protozoa. Electronic searches were followed
by bibliographic searches of all retrieved articles.

Experiments were selected for inclusion in the analysis if all of the following
were true: (i) the hosts were laboratory mice, whether inbred or outbred; (ii)
the coinfection comprised a helminth–microparasite pairing; (iii) the helminth
infection was given before or at the same time as, but not after, microparasitic
infection; and (iv) microparasite density data as well as pathology or cytokine
data, where available, were reported for both the control (i.e., microparasite
alone) and experimental (i.e., coinfected) groups. However, experiments that
were insufficiently quantitative (e.g., which pooled samples from individual
mice) were excluded.

Summary statistics were gathered from tables, text, and figures of selected
studies. To facilitate extraction of data from figures, scanned or pdf snapshot
images were imported into Data Thief Digitizing Freeware for digital mea-
surement. As for any metaanalysis, the data were constrained by the experi-
mental protocols historically adopted, in this case, over 37 years of parasito-
logical research. Infectious doses and the interval of time between infections
thus varied among experiments. The dose of Schistosoma mansoni, for exam-
ple, varied between 20 and 200 cercariae; still, most studies used 20–70
cercariae per mouse, and statistical analysis found no effect of dose on
subsequent microparasite density. The interval of time between helminth and
microparasite infection was remarkably consistent for a given helminth spe-
cies and tended to follow the onset of chronicity, e.g., S. mansoni was present
for 7–8 weeks before microparasite infection in nearly all cases. The net result
was that the interval between infections was confounded with helminth
species, but neither factor was a statistically significant predictor of micro-
parasite density. Finally, to minimize the impact of differential infection
kinetics among experiments, peak microparasite densities, rather than values
observed on a given day, were analyzed. Cytokine data (IL-4 and IFN-� con-
centrations measured after antigen-specific or polyclonal stimulation of lym-
phoid cells in vitro) were taken from the time point at which microparasite
density peaked. This synchrony maximized the size of the dataset.

Data were standardized for metaanalytic comparison through calculation
of log response ratios (31): lnRR � ln(xco � 1) � ln(xsolo � 1), where xco is mean
microparasite density, pathology, or cytokine production in coinfected mice,
and xsolo is the same metric in mice with microparasite infection alone. Thus,
for example, effect sizes significantly greater than 0 correspond to increased
microparasite density, disease severity, or cytokine production during coin-
fection. The response ratio was chosen because it represents proportionate
change due to coinfection and is thus comparable across diverse data ranges;
also, its statistical properties have been characterized (31).

Most statistical analysis was conducted by using MetaWin 2 statistical
software (39) according to standard procedures (31, 40, 41). After effect sizes
were calculated, it was essential to consider the ‘‘file-drawer’’ problem (42)
that null results are less likely to be published than others. Data collated for
this study were tested for publication bias, first via a test for correlation
between effect sizes and sample sizes (39). For microparasite density and
cytokine data, these were uncorrelated (Spearman’s � � �0.22–0.13; P �
0.3–0.9). The second test for bias was Rosenthal’s fail-safe number, an esti-
mate of the number of nonsignificant, unpublished, or missing studies that
would be required to change the conclusion. All fail-safe numbers exceeded
the 5N � 10 rule (42): for example, the fail-safe for the microparasite density
data was 590, more than double the 5N � 10 value of 275. The pathology data,
however, gave evidence of publication bias. Although the fail-safe number
(606) suggested no bias, the effect size–sample size correlation was significant
(Spearman’s � � 0.56; P � 0.013). This suggests that coinfection experiments
resulting in increased disease severity were more likely to be published than
others. Given this bias, the pathology data were excluded from further
metaanalysis. All analyzed data conformed to normality assumptions.

Identification of the potential for RBC resource limitation was as follows.
For a helminth to be considered RBC-limiting for the microparasite with which
it was paired: (i) the helminth species must be known to induce anemia (e.g.,
by bloodfeeding or causing hemorrhage); and (ii) the microparasite species
had to rely on RBCs for replication. When both (i) and (ii) were true, then the
microparasite in the pair was considered RBC-limited (see SI Tables 1 and 2). If
only one or neither was true, the pair was not considered RBC-limited. The RBC
usage characteristics of helminth and microparasite species were identified via
consultation of online parasitology and microbiology atlases, plus primary
literature searches. The primary literature was particularly important for
determining whether helminths cause anemia. Whenever possible, evidence
was taken from the coinfection studies themselves. Helminths in genera
Fasciola (43), Heligmosomoides (44), Nippostrongylus (45), Schistosoma (46),
and Trichinella (47) were considered to alter RBC availability, whereas hel-
minths in genera Echinostoma (48), Litomosoides (49), and Taenia (50) were
not. In equivocal cases [e.g., Trichinella, which alters RBC availability by
suppressing erythropoiesis rather than destroying mature RBCs (47)], statisti-
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cal analysis was used to confirm that conclusions were robust to categorical
reassignment.

Metaanalytic mixed models with fixed effects of categorical group or
regression variable and random effects of studies (41) were applied to effect
size data. For the subset of studies that provided data on within-study vari-
ability, P values were obtained by weighted parametric analysis of variance or
regression. Separate, unweighted analyses included all effect size estimates,
even from studies for which variance data were unavailable; P values for those
analyses were obtained nonparametrically, via 999 bootstrap iterations (40,
41). Categorical models assessed whether host strain, host sex, parasite taxon,
or the potential for RBC limitation were predictive of microparasite density
during coinfection. Continuous models assessed the relationship between IL-4
and IFN-� production as well as whether dose, time interval between infec-
tions, or cytokines were predictive of microparasite density. Weighted two-
way generalized linear models (in SAS Systems 8.02) were then used to assess

the relative importance of bottom-up and top-down factors as predictors of
microparasite density during coinfection. Effect size data were weighted for
two-way analysis by the inverse of each study’s effect size variance (41).
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