
Learning-related long-term potentiation of inhibitory
synapses in the cerebellar cortex
Bibiana Scelfo*†, Benedetto Sacchetti*, and Piergiorgio Strata*‡

*Department of Neuroscience and Istituto Nazionale di Neuroscienze, University of Turin, Corso Raffaello 30, 10125 Turin, Italy; and ‡Istituto di Ricovero
e Cura a Carattere Scientifico Santa Lucia Foundation, Via Ardeatina 306, 00179 Rome, Italy

Edited by Richard F. Thompson, University of Southern California, Los Angeles, CA, and approved November 21, 2007 (received for review July 6, 2007)

Despite the widespread distribution of inhibitory synapses
throughout the central nervous system, plasticity of inhibitory
synapses related to associative learning has never been reported.
In the cerebellum, the neural correlate of fear memory is provided
by a long-term potentiation (LTP) of the excitatory synapse be-
tween the parallel fibers (PFs) and the Purkinje cell (PC). In this
article, we provide evidence that inhibitory synapses in the cere-
bellar cortex also are affected by fear conditioning. Whole-cell
patch-clamp recordings of spontaneous and miniature GABAergic
events onto the PC show that the frequency but not the amplitude
of these events is significantly greater up to 24 h after the
conditioning. Adequate levels of excitation and inhibition are
required to maintain the temporal fidelity of a neuronal network.
Such fidelity can be evaluated by determining the time window for
multiple input coincidence detection. We found that, after fear
learning, PCs are able to integrate excitatory inputs with greater
probability within short delays, but the width of the whole
window is unchanged. Therefore, excitatory LTP provides a more
effective detection, and inhibitory potentiation serves to maintain
the time resolution of the system.
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Most investigations of long-term changes in synaptic trans-
mission related to learning and memory processes have

been carried out on excitatory synapses by using electrical
stimulation to induce long-term potentiation (LTP). Several
examples of behaviorally induced LTP have been described in
the hippocampus (1–4), cerebellum (5), and amygdala (6, 7)
after associative learning. Recently, long-term changes induced
by electrical stimulation also have been observed at inhibitory
synapses within several brain areas, including the cerebellum
(8–10), hippocampus (11), brainstem (12), and lateral amygdala
(13, 14). In addition, long-lasting plasticity of inhibitory synapses
has been reported in vivo that mediates desensitization of the
goldfish escape response (15). Inhibitory plasticity also can be
induced in the developing Xenopus retinotectal system as a result
of sensory experiences such as repetitive light stimuli (16). The
existence of GABAergic synaptic plasticity induced in vivo by
associative learning and its physiological role remains to be
elucidated.

Integration of excitatory and inhibitory signals is a basic
attribute of neuronal communication. A common feature of
central neuronal circuits is that excitatory responses are trun-
cated by incoming inhibition mediated by GABAergic interneu-
rons (feed-forward inhibition, or FFI). Recent studies, both in
the hippocampus and cerebellum, have shown that FFI plays a
fundamental role in shaping the time window in which excitatory
inputs can summate to reach the threshold for spike generation
(17, 18). In fact, this time window is an indication of the temporal
resolution for neuronal integration. Recently, it has been shown
that the time window for multiple input coincidence detection by
hippocampal neurons is unchanged after in vitro LTP only when
both excitatory and inhibitory synapses are potentiated (19).
Thus, the temporal fidelity for spike generation within a neu-

ronal network requires adequate levels of excitation and inhi-
bition to be maintained.

Several lines of experimental data demonstrate that, in addi-
tion to its major functional role in the regulation of fine motor
control, the cerebellum is crucially involved in other important
functions such as sensory-motor learning and memory, e.g.,
conditioned eye-blink responses (20–22).

Recent studies have shown that the cerebellum also is involved
in fear-related memory (23, 24), and it is activated by a sensory
stimulus predicting a painful stimulation after conditioning (25,
26). In addition, in the cerebellar cortex fear conditioning is
accompanied by LTP of the excitatory synapses formed between
parallel fibers (PFs) and Purkinje cells (PCs) (5). The aim of this
work is to investigate in the same experimental paradigm
possible long-term changes in the inhibitory synapses made on
PCs by molecular layer interneurons. We provide evidence that
learned fear is accompanied by a behaviorally induced LTP of
GABAergic transmission. In addition, to check how the poten-
tiation of both an excitatory and an inhibitory input to the same
target neuron affects its temporal firing properties, we deter-
mined the time window where multiple coincident inputs can
summate to reach the threshold for spike generation.

Results
Behavior. Three groups of rats were studied: naı̈ve animals (n �
15), which received no training; conditioned animals (n � 16),
which received a series of pairings of conditioned stimuli (CS)
and unconditioned stimuli (US); and unpaired control animals
(n � 16), which received CS and US in a temporally uncorrelated
manner (5). Fear retention was evaluated after 24 h by measuring
freezing during the administration of the CS alone. In the
fear-conditioned rats, the period of immobility expressed as
percentage of the total time during the retrieval phase, was
91.17 � 2.33% (mean � SD). This time was significantly
increased relative to the unpaired and naı̈ve groups, which
showed an amount of freezing, respectively, corresponding to
36.28 � 4.41% and 29.73 � 4.35% (one-way ANOVA, F(2,44) �
77.85, P � 0.001, Student–Neumann–Keuls post hoc) confirming
previous observations (5, 27). Therefore, the increased freezing
response observed in fear-conditioned rats was specifically
caused by the processes underlying CS–US association, proving
that the training session was effective to induce associative
emotional learning.
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Spontaneous and Miniature GABAergic Activity. Cerebellar PCs
exhibit sustained spontaneous inhibitory activity because of the
massive GABAergic innervation from basket and stellate cells in
the molecular layer and from neighboring PCs via their collat-
erals (28, 29).

We performed whole-cell voltage-clamp recordings on cere-
bellar slices from animals belonging to the three experimental
groups (seven naı̈ve rats, six unpaired, and five conditioned rats),
with the aim of recording spontaneous and miniature inhibitory
currents in PCs from vermal lobules V and VI. Previous work has
shown that this is the site of convergence of acoustic and
nociceptive sensory stimuli (30, 31), and it is related to the
expression of emotional behavior (5, 32–34).

Fig. 1 A–C shows recordings made in the presence of the
ionotropic glutamate receptor blocker kynurenic acid (1 mM) to
isolate spontaneous GABAergic activity in the naı̈ve, unpaired,
and conditioned animals, whereas Fig. 1 D–F shows the record-
ings obtained by adding tetrodotoxin (TTX) (1 �M) to the
bathing fluid to isolate the miniature GABAergic events. A
peculiar feature of these events is that their current amplitude
spans a wide range. As shown by Llano et al. (35), these events
are the results of synchronized multivesicular release caused by
random, ryanodine-sensitive intracellular Ca2� transients in the
presynaptic terminal. To evaluate the amplitude of both spon-

taneous and miniature GABAergic events, we constructed dis-
tribution histograms (Fig. 2). As previously reported (36), these
histograms were heavily skewed. Therefore, we evaluated the
median of the amplitude distribution for each cell and its average
value for each group. Then we compared this parameter in the
three behavioral groups by using the one-way ANOVA test (36).

In the absence of TTX (Fig. 2 A–C), the mean values of the
medians were 199.4 � 98.2 pA (naı̈ve, n � 15 cells), 209.4 � 67.1
pA (unpaired, n � 16 cells), and 245.6 � 103.5 pA (conditioned,
n � 15 cells). The one-way ANOVA test revealed no significant
difference in the amplitude distributions among the three groups
(F(2,43) � 0.682, P � 0.511). In the same experiments, after
recording spontaneous activity, we added TTX to the external
bath to record miniature GABAergic activity (Fig. 1 D–F). We
found (Fig. 2 E–G) that the average median amplitude values
were 102.9 � 45.2 pA (naı̈ve, n � 15), 105.5 � 30.7 pA (unpaired,
n � 16), and 103.4 � 23.9 pA (conditioned, n � 15). Also in this
case there was no significant difference among the three groups
(one-way ANOVA, F(2,43) � 0.023, P � 0.976). The miniature
activity was abolished in the presence of the GABAA receptor
antagonist SR95531 (gabazine, 20 �M), thus confirming that
recorded events were mediated by GABAA receptors (Fig. 1G).

As a next step, we evaluated the frequency of the GABAergic
events. In the absence of TTX, the mean frequency values were

Fig. 1. Spontaneous and miniature GABAergic activity of PC neurons. (A) Patch-clamp recording of spontaneous GABAergic events from a PC of a naı̈ve
animal performed in voltage-clamp at a holding potential of �65 mV in the presence of kynurenic acid (1 mM). (B and C) Similar recordings from an
unpaired animal (B) and from a conditioned subject (C). (D–F) Miniature GABAergic events recorded in the presence of 1 �M TTX from a naı̈ve, unpaired,
and conditioned animal, respectively. (G) Activity was blocked in the presence of 20 �M gabazine.

Fig. 2. Amplitude and frequency distributions of spontaneous and miniature IPSPs. (A–C) Amplitude distributions of GABAergic spontaneous events in naı̈ve,
unpaired, and conditioned animals, respectively. (D) Mean (�SE) frequency values in the three groups. N, naı̈ve; U, unpaired; C, conditioned. (E–G) Amplitude
distributions of GABAergic miniature events in naı̈ve unpaired and conditioned animals. (H) Mean (�SE) frequency values in the three groups.
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8.93 � 2.85 Hz (naı̈ve, n � 15), 8.89 � 4.28 Hz (unpaired, n �
16), and 14.63 � 3.84 Hz (conditioned, n � 15) (Fig. 2D). The
one-way ANOVA test revealed a significant difference among
the three groups (F(2,43) � 12.39, P � 0.001). The Tuckey post
hoc test for multiple comparisons showed that in conditioned
animals the frequency was significantly higher relative to the
naı̈ve and unpaired groups (P � 0.05). After TTX addition, the
frequency values (Fig. 2H) were 3.49 � 1.23 Hz, 3.96 � 1.78 Hz,
and 5.93 � 2.36 Hz, respectively, for the naı̈ve, unpaired, and
conditioned groups. Statistical analysis on these data revealed
that the mean frequency value of miniature GABAergic activity
was significantly higher in conditioned animals relative to the
naı̈ve and unpaired (one-way ANOVA, F(2,43) � 6.575, P � 0.003,
Tuckey post hoc test for multiple comparisons).

Altogether, these results demonstrate that fear conditioning
induces a LTP of the GABAergic synapses onto the PCs. The
locus of this long-term plastic change is presynaptic because the
frequency but not the amplitude of GABAergic events was
changed. This form of plasticity is specifically related to asso-
ciative learning because it is not present in unpaired animals in
which the same stimuli were delivered in an uncorrelated
manner.

Time Window for Coincidence Detection. The fact that fear learning
is accompanied by an LTP of both the excitatory PF input (5)
and of the inhibitory GABAergic synaptic input to PCs raises the
question of the possible significance of this concomitant poten-
tiation. The result of the integration of excitatory and inhibitory
inputs on a neuron is the generation of a pattern of action
potential discharge. It has been shown that plastic changes at the
PF–PC synapse result in spike probability changes that can be
detected as a change in the number of action potentials gener-
ated by the PC after PF stimulation (37). Because the axon of the
PC is the only output from the cerebellar cortex, it is important
to assess whether and how fear-induced long-term synaptic
changes at both inhibitory and excitatory synapses of the PC
integrate and influence its activity. To this aim, we performed
whole-cell current-clamp recordings from PCs of cerebellar
coronal slices (300 �m) from naı̈ve and conditioned animals
after activation of PFs with two stimulating electrodes (Fig. 3A).
Slices were cut with a coronal orientation to preserve the
integrity of PFs and the underlying FFI circuit.

In a first set of experiments, we assessed the effectiveness of
our experimental design in recruiting the FFI mechanism by PF
stimulation (see Methods). Activation of a PF beam with each
electrode elicited a brief excitatory postsynaptic potential
(EPSP) followed by a slower inhibitory postsynaptic potential
(IPSP) (ref. 28; Fig. 3B, upper two records). Application of the
�-amino-3-hydroxyl-5-methyl-4-isoxazole-propionate (AMPA)
glutamate receptor antagonist 2,3-dihydroxy-6-nitro-7-
sulfamoylbenzo[f]quinoxaline (NBQX) (10 �M; n � 5) abol-
ished both the excitatory and the inhibitory PSPs (Fig. 3C),
confirming that IPSP was evoked by feed-forward, disynaptic
connections with PFs and not by direct stimulation of molecular
layer interneurons (18). In each recorded cell, we verified that
the two PF beams were independently activated by checking for
linear summation of single postsynaptic responses when they
were stimulated simultaneously below the threshold for spike
generation (delay � 0). As shown in Fig. 3D, we compared the
PSPs obtained by synchronous stimulation (stimulus 1 � stim-
ulus 2) with the sum of the single PSP obtained with activation
of each PF beam separately (stimulus 1 and stimulus 2). We
analyzed those cells where the PSP peak value obtained with
synchronous stimulation was at least 90% of the peak value
obtained by the sum of single PSPs. To exclude that activation
of one input could induce presynaptic refractoriness of the other,
we considered those experiments in which the slope of the rising

phase of the postsynaptic potential after simultaneous activation
was at least 80% of the sum of the slopes of the two inputs alone,
as previously done (38).

To determine the time window for integration in these con-
ditions, we adjusted the stimulus intensity for each electrode to
the threshold level for spike generation when the two pathways
were stimulated simultaneously (Fig. 3B, lower traces) (17, 19).
The threshold intensity was estimated by eliciting action poten-
tials in 50% of the trials. Fig. 4 A and B (shaded columns) show
the probability distribution for spike generation evaluated in
naı̈ve and conditioned rats by measuring the rate of spike
occurrence as a function of the interstimulus delay. This rate
decreased steeply when the two stimuli were delivered asynchro-
nously. To detect possible differences between the two distri-
butions we applied two types of analysis. First, we computed the
Gaussian for each distribution (Fig. 4 A and B) in the form:
P(x) � Ae�[(x�x0)/width]2, where x is the stimulation delay (in ms),
x0 corresponds to delay � 0, and P is the spike probability (Fig.
4 A and B, shaded columns). Then we calculated the half-width
value, which was 1.82 � 0.33 ms for the naı̈ve and 2.49 � 0.19
ms for the conditioned group, respectively (mean � SD). The t
test showed that this parameter is significantly higher in the
conditioned group compared with the naı̈ve group (t � 4.68, P �
0.001). Sample traces of PSPs recorded with different inter-
stimulus delays are shown in Fig. 4 A and B where recordings
from cells from the naı̈ve and the conditioned groups, respec-
tively, are represented. To better characterize the hallmarks of
the two distributions responsible for the observed difference in
the Gaussian fits, we built one-sided probability distributions
where each value reported in the y axis is the sum of the
probabilities corresponding to equal but opposite delays for the
naı̈ve (n � 13, 8 animals) and conditioned (n � 13, 11 animals)
groups (Fig. 4C) (19). The paired t test revealed that, for a delay
of 2 ms, the spike probability in conditioned animals is signifi-

Fig. 3. FFI and coincidence detection. (A) Recording configuration from PCs
and FFI connection in coronal slices. The two simulating electrodes (st. 1 and
st. 2) were placed at opposite sides relative to the recorded PC. (B) PSPs
recorded in current-clamp mode. The upper two records show independent
responses after subthreshold stimulation with st. 1 and st. 2. The lower two
records show sample traces obtained with coincident stimulation (st. 1 plus st.
2, delay � 0 ms). The generation of a spike (Left) and a failure (Right)
demonstrates the threshold for action potential generation. (C) Disynaptic
activation of inhibition through PF stimulation. Bath application of 10 �M
NBQX abolished both the excitatory and the inhibitory components of the
PSP, demonstrating that the latter was disynaptically driven by PFs. (D) Stim-
ulation of two independent PF beams. The two beams were considered
independent when the amplitude of the PSP obtained with coincident sub-
threshold stimulation (st. 1 plus st. 2, delay � 0 ms) was at least 80% of the
amplitude obtained by summing single PSPs (sum).
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cantly increased compared with the naı̈ve (t � 4.014, P � 0.001).
On the other hand, for interstimulus intervals �4 ms, we found
no difference between the two groups (t � 0.25, P � 0.81). We
conclude that, for short interstimulus intervals, the excitatory
LTP prevails because the probability for spike generation is
significantly increased, but the potentiation of inhibitory inputs
onto the PC has a relevant effect in preventing this window from
degradation. In fact, for delays longer than 4 ms, the probability
distributions in conditioned and naı̈ve animals are not signifi-
cantly different.

Because the time window for coincidence detection in several
structures is mainly determined by GABAergic synapses (17, 38),
we evaluated the probability distribution in the presence of the
GABAA receptor antagonist gabazine to assess the effect of
GABAergic inputs on the coincidence detection after cerebellar
associative learning. In the absence of inhibition, the stimulation
intensity of each PF beam led to spike generation. Thus, we
readjusted the stimulus intensities to both pathways to match the
spike probability for synchronous stimulation observed in the
absence of the blocker (17–19). Then we repeated the measure-
ments previously performed without gabazine. Under these
conditions, the synchronous activation of the two inputs elicited
action potentials at longer interstimulus intervals up to 18 ms.

The probability distributions obtained in the presence of gaba-
zine for the naı̈ve and conditioned groups still were fitted with
a Gaussian (Fig. 4 A and B, unshaded columns). The half-width
value for the naı̈ve group was 7.89 � 1.37 ms (n � 4, two animals)
and 7.34 � 1.16 ms (n � 5, three animals) for the conditioned
group (mean � SD). The one-sided probability distributions are
represented in Fig. 4D. Neither the half-width value nor the
one-sided probability distributions were significantly different in
naı̈ve and conditioned animals (t test on the half-width values:
t � 1.31, P � 0.229, paired t test on the one-sided distributions:
P � 0.05 for all of the delays). These results show that by blocking
inhibition the change in spike coincidence detection observed in
conditioned animals is abolished. In fact, in this condition, the
probability distributions for spike generation versus interstimu-
lus delay are much wider, and there is no difference between the
two experimental groups. A similar result was found in the hip-
pocampus (19). According to this model, in our system the
increased probability observed in conditioned animals indicates
that for short delays of PF activation the LTP of monosynaptic
excitatory transmission prevails over the inhibitory LTP. Con-
versely, for longer delays the LTP of the FFI synapses plays the
role of a barrage filter and cuts uncorrelated inputs, keeping the
time resolution intact.

Discussion
We provide evidence that fear learning is associated with an
increase of GABAergic synaptic transmission onto cerebellar
PCs. This potentiation is long-lasting, because it is present 24 h
after the training session and is specifically related to memory
associative processes and because it is not present in unpaired
and naı̈ve control animals. In addition, the probability for
excitatory inputs to summate and reach the threshold for spike
generation in the PC is changed after emotional learning in such
a way as to facilitate the summation of temporarily close related
events. On the other hand, the presence of GABAergic poten-
tiation prevents this temporal fidelity of signal processing from
being degraded.

GABAergic Plasticity and Learned Fear. To date, most studies on the
cellular mechanisms of fear learning have focused on the amyg-
dala (39, 40). After fear conditioning obtained by pairing an
acoustic stimulus with an aversive one, there is a LTP of
excitatory synapses between the thalamic auditory pathway and
the lateral amygdala projection neurons (6, 7). In the same
structure GABAergic activity also contributes to fear memori-
zation. In fact, in mutant mice with a decreased GABAergic
activity in the amygdala, fear conditioning resulted in greater
and more persistent long-term fear memory (41) and in a
generalization of conditioned fear to nonconditioned stimuli
(42). In addition, in vitro, tetanic stimulation of the thalamic
afferents evokes a LTP in GABAergic interneurons (13, 14). It
has been reported that after fear conditioning, in vitro LTP of
GABAergic activity in the projection neurons is significantly
impaired with no concurrent influence on GABAergic baseline
transmission (43). It has been suggested that such impairment
may contribute to shift the balance toward excitatory transmis-
sion during fear learning.

In addition to the well established role in the conditioning of
discrete motor responses (20–22), recent evidence demonstrates
an important role of the cerebellum in aversive memory (34).
Changes in heart rate induced by repeated pairing of an acoustic
neutral stimulus with an aversive one are hampered by vermal
lesion performed either before or after conditioning (22, 32).
Similar results are observed in patients with medial cerebellar
lesion (44). In addition, visual stimulation that signaled in
advance of a painful stimulus is accompanied by an increased
cerebellar activity (25, 26). It has been proposed that the
amygdala and cerebellum are functionally interconnected during

Fig. 4. Probability distributions as a function of stimulation delay. (A and B)
Histograms are shown of the spike probability as a function of the interstimu-
lus delay of the two PF beams from the naı̈ve and conditioned groups,
respectively. (Upper) Sample traces of PSPs recorded at different interstimulus
delays for a naı̈ve (A) and a conditioned (B) subject. Shaded bars represent the
probability distributions obtained in ACSF (125 mM NaCl, 2.5 mM KCl, 1.25 mM
NaH2PO4, 1 mM MgCl2, 2 mM CaCl2, 26 mM NaHCO3, and 20 mM glucose),
whereas unshaded bars represent the same distribution after adding 20 �M
gabazine to the external bath. The probability distributions for the naı̈ve and
conditioned groups were normalized and were well fitted with a Gaussian. (C
and D) One-sided distributions of the spike probability. Each value reported in
the y axis is the average of the probabilities corresponding to equal but
opposite delays for the naı̈ve (filled squares) and conditioned (open squares)
groups. The two graphs show the probability obtained in ACSF (C) and in the
presence of gabazine (D).
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aversive learning (45, 46). A previous study showed that vermal
electrical stimulation modulates amygdala activity (47). These
effects may be mediated by indirect anatomical connections
between the cerebellum and limbic areas as well as by the
paleocerebellar projections to ascending catecholamine neurons
of the locus coeruleus, ventral tegmental area, and periaque-
ductal gray (34). In line with these assumptions, a recent study
in humans showed that cerebellar lesions are associated with a
decrease in the activity of the amygdala as well as of the cingulate
gyrus (48). More recently, we have reported that reactivated
strong fear memories are affected by the combined but not
independent amygdala and cerebellar blockade (49). These
results demonstrate that under specific circumstances the cere-
bellum can support memory processes even in the absence of a
crucial site for emotions like the amygdala.

In addition, an LTP of the PF to PC synapses has been induced
by fear learning (5). Here we show that concomitant with the
LTP in one of the excitatory pathway to the PCs there also is an
LTP of the inhibitory ones. This is evidence of a behaviorally
induced long-term plastic change of inhibitory synapses. This
form of plasticity is presynaptically expressed as demonstrated by
the increase of the frequency but not of the amplitude of the
quantal events. Furthermore, the mechanism involved is likely to
be an enhancement of GABA release independent from the
synaptic transmission between PFs and molecular layer inter-
neurons because this synapse was blocked with kynurenic acid in
all of the experiments where GABAergic transmission was
evaluated.

In the cerebellar cortex, the PFs run along the longitudinal
axis of the folium and excite the PCs, which are located along the
beam. They also excite two types of inhibitory interneurons:
the stellate cells, which impinge mainly on the PCs located along
the beam, and the basket cells which send their axons perpen-
dicularly to the folium axis (28, 29). The former type of
interneuron provides a mechanism of FFI. When a beam of PFs
is stimulated, PCs show an excitatory response, which is trun-
cated by the incoming stellate inhibition. By this mechanism, the
inhibition contributes to sharpening the temporal pattern of the
signal processing. On the other hand, the off-beam inhibition
exerted by the basket cells provides a means to define the spatial
pattern of the PC firing. By applying these concepts to our model,
the simultaneous LTP of excitatory and inhibitory inputs should
be seen as a mechanism of controlling the spatiotemporal
pattern of PC firing.

Time Window for Coincidence Detection. Recently, it has been
shown that GABAergic synapses play a crucial role in shaping
the time window for multiple coincidence detection, which
represent the temporal fidelity of synapse integration (17, 19). In
in vitro experiments this time window is preserved in hippocam-
pal neurons only if LTP of excitatory synapses is accompanied
by an LTP of the inhibitory ones and this form of plasticity
ensures the maintenance of the temporal resolution of the
neuronal circuit (19).

We found that, as a result of the associative learning, the
probability of coincidence detection is significantly increased for
interstimulus delays shorter than 4 ms. On the other hand the
probability for time delays longer than 4 ms is not changed after
fear learning. Therefore, although a higher probability of spike
integration occurs within a longer time interval in conditioned
animals, the probability for spike generation still is limited within
the range of a few milliseconds, ensuring that the temporal
fidelity of the network is maintained.

It previously has been reported that, in the amygdala, a specific
mutation of the GABAB receptor subunit 1a leads to a nonas-
sociative, NMDA receptor-independent form of presynaptic
LTP at cortico-amygdala afferents. In this model, the balance

between associative and nonassociative forms of LTP can be
dynamically modulated by local inhibitory activity. In the same
work, behavioral experiments have shown that genetic loss of this
subunit results in a generalization of the conditioned fear
consisting of an increased fear response to a CS not previously
paired with the US (42). These data demonstrate that GABA
ergic manipulation can dramatically affect two associative phe-
nomena occurring at considerably different time scales. Our
results could explain such an impairment of the associative
property with a degradation of the time resolution for coinci-
dence detection.

The time window within which the activity of independent
synaptic inputs must occur to trigger a spike is determined
mainly by FFI inhibition as well as intrinsic membrane properties
(17, 18, 50). Different conductances and passive membrane
properties characterize the synaptic integration and firing pat-
terns in several neuronal types (37, 51). However, recently, it has
been shown that in our model of fear conditioning, intrinsic
membrane properties are unmodified (27).

In conclusion, we found that both excitatory and inhibitory
transmission are potentiated after learning and that the proba-
bility for coincidence detection is increased for small interstimu-
lus intervals, whereas it is unchanged for longer delays. These
results demonstrate that the presence of both forms of plasticity
ensures a more effective coincidence detection without degrad-
ing the time resolution of the system. In addition, although these
data do not establish a role for changes in inhibitory synaptic
transmission in fear conditioning, they add further correlational
evidence that cerebellar plasticity is involved in fear learning.

Methods
Behavior. Young Wistar rats were randomly divided in three groups. The first
group (conditioned) underwent Pavlovian fear conditioning. In the second
group (unpaired), rats were administered CS and US in a temporally uncorre-
lated manner. The third group never left the home cage (naı̈ve) [see support-
ing information (SI) Text I].

Slice Preparation. Cerebellar parasagittal or coronal slices, 300 �m thick, were
prepared from conditioned, unpaired, and naı̈ve rats 24 h after the behavioral
session following standard procedures (see SI Text II).

Electrophysiology Recordings. Electrophysiological recordings from PCs so-
mata were performed from the vermal part of the cerebellum. Evaluation of
GABAergic spontaneous and miniature activity was obtained from whole-cell
voltage-clamp recordings in parasagittal slices at holding potentials of �65
mV in the presence of the ionotropic glutamate receptor blocker kynurenic
acid. The assessment of the time window for coincidence detection was
performed with whole-cell current-clamp recordings in coronal slices (see SI
Text III). Two different sets of PFs were stimulated with glass pipettes placed
at a distance �150 �m from the recorded cell to avoid direct stimulation of
interneuron axons (18). To maximize the probability of stimulating two
independent PF beams, we placed the stimulation pipettes at opposite sides
of the recorded PC (Fig. 3). To assess that our experimental protocol activated
the inhibitory pathway via FFI, we verified that activation of PFs elicited an
EPSP–IPSP sequence that was abolished by bath perfusion of the AMPA/
kainate receptor antagonist NBQX (10 �M) (SI Text III; Fig. 3B). All of the
chemicals were purchased from Tocris Cookson except for gabazine, which
was purchased from Sigma–Aldrich.

The experimental plan was designed according to the European Commu-
nity Council Directive of November 24, 1986 (86/609/EEC) for care and use of
experimental animals and approved by the Bioethical Committee of the
University of Turin.

Statistical Analysis. See SI Text IV for details.
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