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Abstract

Here, we propose a binding site prediction method based on the high frequency end of the spectrum in the
native state of the protein structural dynamics. The spectrum is obtained using an elastic network model
(GNM). High frequency vibrating (HFV) residues are determined from the fastest modes dynamics. HFV
residue clusters and the associated surface patch residues are tested for their likelihood to locate at the binding
interfaces using two different data sets, the Benchmark Set of mainly enzymes and antigen/antibodies and
the Cluster Set of more diverse structures. The binding interface is identified to be within 7.5 Å of the
HFV residue clusters in the Benchmark Set and Cluster Set, for 77% and 70% of the structures, respectively.
The success rate increases to 88% and 84%, respectively, by using the surface patches. The results suggest
that concave binding interfaces, typically those of enzyme-binding sites, are enriched by the HFV residues.
Thus, we expect that the association of HFV residues with the interfaces is mostly for enzymes. If,
however, a binding region has invaginations and cavities, as in some of the antigen/antibodies and in cases in
the Cluster data set, we expect it would be detected there too. This implies that binding sites possess several
(inter-related) properties such as cavities, high packing density, conservation, and disposition for hotspots at
binding surfaces. It further suggests that the high frequency vibrating residue-based approach is a potential
tool for identification of regions likely to serve as protein-binding sites. The software is available at
http://www.prc.boun.edu.tr/PRC/software.html.
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Protein–protein interactions are the key in most biolog-
ical processes. Binding interfaces involve a set of residues
that contribute significantly (>2 kcal/mol) to binding

stability. These energetically important ‘‘hot spot’’ resi-
dues can be determined by alanine scanning mutagenesis
experiments (Clackson and Wells 1995). However, due to
the expense and time involved in experimental studies,
computational methods have aimed to identify these
residues (Kortemme and Baker 2002; Fernandez-Recio
et al. 2005; Keskin et al. 2005) and to contribute to the
understanding of protein–protein association.

Computational approaches are based on the implicit
assumption that the location of the binding site is imprinted
in the sequence, and thus in the structure of the protein.
Several experimental studies (Lim et al. 2001; DeLano
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2002) support this assumption, showing that different
ligands tend to bind at the same site. The binding surfaces
appear to share some common properties that distinguish
them from nonbinding surfaces; for example, interface
regions are enriched in polar and aromatic residues, large
clusters of hydrophobic residues overlap the interface, and
some specific residues are more likely to appear at the
interfaces (Ma et al. 2003; Neuvirth et al. 2004); that is,
excluding overexpression, concentration effects, and crystal
packing, only some specific areas on the surface are likely
to be involved in protein–protein interactions.

Sequence-based approaches consider the evolution of
proteins and suggest residues that might be associated
with binding as well as other functionally important
residues. To name a few, the ‘‘proline bracket’’ method
is based on the knowledge of the common occurrence of
proline in flanking segments of interfaces (Kini and
Evans 1995); the analysis of sequence conservation with-
in subfamilies (Casari et al. 1995) or within several sub-
families, even if not conserved within every subfamily
(Livingston and Barton 1993), elucidates patterns that
could relate to interacting sites. The information on
correlated mutations and coevolution of partner proteins
has been proposed to be useful for binding site prediction
(Lichtarge et al. 1996;Pazos et al. 1997). In addition, the
use of the rate of evolution in different regions of the
structure, instead of the conservation scores, has been
suggested to distinguish interface residues from the rest
of the surface, since interface residues evolve more
slowly (Dean and Golding 2000). Also, the results of
the analysis on the genomic environment of the proteins,
the conservation of local genomic context, and co-
occurrence of genes in related species or gene fusion
were proposed to aid in pointing out interaction sites
(Szilagyi et al. 2005).

Structural approaches to the problem mostly involve
comparison and superposition of homologous proteins;
they are limited by the number of proteins with known
structures. Superposition of the homolog proteins is
applicable if homologs of a protein with known binding
sites are available (Marti-Renom et al. 2000). However,
while a single function can be achieved by more than one
structure, similar folds may also perform diverse func-
tions (Todd et al. 2001). This necessitates detection of
similarity on the surface at different structural levels
(Kinoshita and Nakamura 2005). The use of graph theory
has been one such approach (Brinda et al. 2002; Jambon
et al. 2003; Wagnikar et al. 2003) and neural networks is
another (Fariselli et al. 2002) for identifying patterns that
correlate with the functional sites.

Additionally, many hybrid methodologies have been
developed based on both sequence and structure infor-
mation. In one of the early studies, the protein surface
was divided into patches and the probability of each to

form a protein interaction site was estimated by rank-
ing the patches by their physical and chemical proper-
ties, hydrophobicity, and solvation potential (Jones and
Thornton 1997). The regions’ conservation scores were
obtained by calculating the relative conservation of a
residue and its neighbors with respect to the rest of the
protein, where both the conservation scores and structure
were considered simultaneously (Landgraf et al. 2001).
The Evolutionary Trace method (Madabushi et al. 2002;
Yao et al. 2003) suggests that the best-ranked residues
(based on evolutionary importance) that form large
clusters overlap the functional sites. The putative binding
sites have been determined by neural networks using
sequence profile and surface accessible data (Huan-Xiang
and Yibing 2001). Patchfinder (Nimrod et al. 2005) is
a tool that predicts the binding regions from the conser-
vation scores (Glaser et al. 2003). The surface patches are
ranked by their conservation scores, and the maximum
likelihood patch is a putative binding site. Similarly,
Promate (Neuvirth et al. 2004) is an interaction site
prediction program, which analyzes significant interface
properties and optimizes the weight for each to rank
potential interface regions.

When the three-dimensional structures of interacting
partners are known, docking algorithms can also be uti-
lized by generating different possible configurations of
the interacting pairs and selecting the most probable con-
figuration according to predetermined criteria (Szilagyi
et al. 2005). The ‘‘key and lock’’ model that treats the
interacting structures as rigid bodies has been considered
in most of the docking algorithms. However, small (local)
to large (domain flapping systems) scale conformational
changes take place between the unbound and bound
states, with chain flexibility accounting for side chain
(Dominguez et al. 2003) and domain hinge movements
(Sandak et al. 1998). Consideration of all degrees of free-
dom limits the docking algorithms by the enormous
computation time, highlighting the usefulness of a priori
knowledge of potential binding sites.

Although protein structures are not static entities, dy-
namics is in general not considered in binding-site pre-
diction. Studies on interfaces (Luque and Freire 2000) have
indicated that most of the binding sites have a dual
character in dynamic behavior, including highly stable
and highly flexible regions. In a recent MD study, core
interface residues showed a tendency to be less mobile,
whereas the peripheral interface residues were more mobile
than the rest of the surface, suggesting different roles for
these regions in protein recognition and binding (Smith and
Sternberg 2005). Also, catalytic residues close to interfaces
were shown to prefer highly stable regions (Bartlett et al.
2002; Yang and Bahar 2005). Our recent work (Haliloglu
et al. 2005) on known protein interfaces suggested that the
binding hotspots at the interfaces have a higher packing
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density with respect to non-interface residues and exhibit
high frequency fluctuations, unlike the rest of the surface.
This is also in agreement with the correlation between
complemented pockets on the protein surface and the
binding hotspots at the interfaces (Li et al. 2004). The
conservation of the pockets in the unbound state is similar
to the conservation of the high frequency fluctuating
residues in these free forms. Thus, the topological induced
behavior of the binding hotspots or nearby residues could
suggest protein–protein interaction sites.
In the present work, we propose an approach for the

prediction of putative binding sites based on the differ-
ence in the dynamic behavior of residues close to the
binding surface with respect to the rest of the surface, as
suggested in our previous work (Haliloglu et al. 2005).
We automate our algorithm to carry out a dynamic ana-
lysis of residues and to identify surface patches that may
overlap binding interfaces. Toward this goal, we combine
information on the distribution of the fluctuations of the
residues in the fastest modes of the dynamics, surface
accessible data, and sequence conservation data.

Materials and methods

The present analyses were carried out on two sets of
structures.

Data sets

Benchmark Set
We utilized the protein–protein-docking benchmark
(Cheng et al. 2003) for testing protein docking algo-
rithms. It includes a nonredundant set of 59 protein
complexes, in which 31 have the unbound forms of both
ligand and receptor, and the rest have unbound forms only
for the receptor protein. The Benchmark Set includes 55
complexes (110 structures) of the following: 21 enzyme–
inhibitor, 17 antigen–antibody, 11 others, and six ‘‘dif-
ficult’’ complex structures with relatively high root-
mean-squared deviation (RMSD) between the bound
and the unbound states (see Supplemental Table A.1).
Among these structures, the subsets of Enzyme, Antigen–
Antibody, Others, and Difficult are comprised of 21
(enzymes), 34 (antigen/antibodies), 22 and 12 structures,
respectively. The interface (referred to as the ‘‘main
interface’’) for each structure is taken as defined in the
data set. A residue is defined as an interface residue if any
of its atoms is located within 10 Å of any atom from the
partner protein.

Cluster Set
We utilized the set comprised of the representatives of
a diverse, nonredundant set of interface clusters (Keskin
et al. 2004). In the latter work, the interface clusters were

obtained by clustering structurally similar interfaces from
the Protein Data Bank (PDB). The set includes 103
cluster groups with at least five homologous members
having <50% sequence identity (the complete data set is
available at http://protein3d.ncifcrf.gov/~keskino/ and http://
home.ku.edu.tr/~okeskin/INTERFACE/INTERFACES.html).
The Cluster Set in this analysis is comprised of 50 proteins
from this data set (see Supplemental Table A.2), excluding
small structures and similar structures. In this data set,
a residue is defined as an interface residue if any of its
atoms and an atom from the partner protein is separated
by a distance smaller than the sum of their van der Waals
radii plus 0.5 Å.

Gaussian network model

In the Gaussian Network Model (GNM) (Bahar et al.
1997; Haliloglu et al. 1997), each residue is represented
by its Ca-coordinates and is connected to all residues
within a cut-off distance by elastic springs with a uniform
force constant, forming a perfect elastic network with
harmonic potentials between all contacting residues. For
a structure of n interaction sites (residues), the correlation
between the fluctuations of the ith and jth residues, DRi
and DRj, respectively, are described by the following
expression

< DRiDRj > ¼ ð3KBT=gÞ½G�1�

¼ +
n�1

k¼1

ð3kBT=gÞ½l�1
k ukuT

k �ij ð1Þ

where G is the Kirchhoff matrix of contacts, g is the
Hookean force constant between interacting sites, lk is
the eigenvalue, and uk is the eigenvector associated with
the kth mode of motion. When i ¼ j, Equation 1 describes
the autocorrelation of the fluctuations, i.e., the mean-
square fluctuations.

Equation 1 allows description of the fluctuations as
a linear combination of a series of modes from slowest to
fastest. The fluctuations in the slowest modes usually
describe the global and most cooperative motions asso-
ciated with biologically relevant functions (Bahar et al.
1997, 1998), whereas the fluctuations in the fast modes
describe the high frequency local fluctuations. The
residues contributing to the high frequency fluctuations
are generally indispensable residues for stability and
function (Bahar et al. 1998; Demirel et al. 1998).

In the present analysis, the high frequency end of the
spectrum is of interest. The distribution of the fluctua-
tions in an average of a number of fast modes (Haliloglu
et al. 2005) is used to identify the high frequency
vibrating (HFV) residues. Although the high frequency
end of the spectrum is usually viewed as ‘‘uninteresting’’
in normal mode analysis, the peaks in the fastest GNM
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modes identify the residues that maintain structural
integrity (Demirel et al. 1998). Within the scope of the
energy landscape in mode space, the steepness of wells
that have the same depth differ from one mode to the
other. Modes with larger li values characterized by
steeper energy walls are more localized. The fluctuations
related to these modes are accompanied by a larger
decrease in entropy. Thus, the residues involved in fastest
modes are referred to as kinetically hot residues. The
resistance to conformational changes implies their im-
portance in maintaining the structure. Previous studies
have shown that these residues correlate with experimen-
tally determined folding nuclei (Bahar et al. 1998; Demi-
rel et al. 1998; Rader and Bahar 2004; Rader et al. 2004)
as well as associate with the structurally conserved
residues considered as binding hotspots at the interfaces
(Haliloglu et al. 2005).

The algorithm for binding site prediction:
HFV residue clusters and surface patches

An automated method is proposed and tested for its
potency in determining putative binding regions. The
algorithm is as follows:

1. The HFV residues are determined from the distribution
of the fluctuations in the fastest modes of dynamics by
GNM. These residues have a tendency to cluster in
space. Here, we use a simple clustering algorithm
(Haliloglu et al. 2005), which clusters the HFV residues
in the structure based on their distances to each other.
The algorithm yields a set of HFV residue clusters of
varying sizes for a given structure.

2. The surface residues are identified by ACCESS (Lee
and Richards 1971). The surface area for each residue is
calculated and compared with the residue in Gly-X-Gly
(Chothia 1975). Here, a residue is exposed if its
accessible surface area (ASA) is >20% of its ASA in
an extended conformation.

3. The surface residues are ranked according to their
proximity to a group of HFV residues. This is based
on our previous work (Haliloglu et al. 2005), which
suggested that the binding residues (binding hotspots)
are enriched by nearby HFV residues as compared with
the rest of the surface residues. The average distance of
the nearest 12 HFV sites, a-carbon positions, or side
chain centroids to each surface residue is calculated. If
this distance is <7.5 Å, this surface residue is considered
as a candidate residue to be associated with an interface
and is collected into a pool.

4. The surface residues collected in the pool (step 3) are
clustered as in step 1 to determine surface patches that
may overlap an interface region. Thus, a surface patch is
a clustered set of surface residues that are under

a distance threshold from an HFV site. A patch does
not have a minimum size. A single residue can also
constitute a patch.

The output of the algorithm (steps 1–4) is clusters of HFV
residues and surface patches that are the patches of
surface residues found to reside close to HFV sites. The
association of both HFV clusters and surface patches with
the interface regions is searched. The interface residues
are defined with a criterion used in the original data sets,
explained here in the section ‘‘Data sets’’.

Results and Discussion

The proposed methodology was applied to the Benchmark
Set and Cluster Set data sets, as follows:

Benchmark Set

The Benchmark Set includes protein–protein complex
structures both in the bound and unbound states. First,
we present detailed comparisons of the positions of the
HFV residues with respect to the interface and the rest of
the surface residues for two structures. Next, the positions
of HFV residues, with respect to the interface residues,
are analyzed for all of the structures in the data set, and
the significance of the HFV residues at/near interfaces are
assessed against the randomly distributed HFV residues.
We proceed to a detailed analysis of subsets in the data
set. Finally, we estimate the success of the prediction of
the interface regions by the surface-patch residues iden-
tified through their proximity to the HFV residues.

In Figure 1A, the distribution of the fluctuations in the
fastest modes of dynamics is displayed for both the
unbound (PDB code 1TBGAE) and bound (PDB code
1GOT) forms of Transducin Gt-b-g, where the bound
form is with Transducin Gt-a, Gi-a. The RMSD between
the bound and unbound states is 1.05 Å (2.45 Å on the
interface residues). The positions of the HFV residues do
not show significant differences between the two states
and correlate well with the positions of interface residues.
For the unbound form, there are 34 identified HFV resi-
dues (of 338) clustered into four groups, three of which
are located within 5 Å from the interface, while the fourth
cluster of only one residue is located 12 Å away from the
interface. There are three surface patches of 14 residues
identified from their proximity to these HFV residues.
Two of these surface patches comprise residues that
overlap the interface residues, and the third patch of only
one residue is 3.8 Å away from the interface. Figure 1B
provides an example of another case: Barnase has 0.48 Å
(0.47 Å on interface residues) RMSD between its un-
bound (PDB code 1A2P) and bound (PDB code 1BRS;
Barstar) forms. Here, only one cluster of 17 HFV residues
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located 4.2 Å away from the interface is identified. One
of the two surface patches of nine residues resides within
an average distance of 0.7 Å from the interface. The
second patch of one residue is 6 Å away from the inter-
face. The HFV and the surface patch residues are pre-
sented on the ribbon diagrams (B1 and B2, respectively).
As a further example, we refer to our recent work
(Haliloglu et al. 2005), where the fluctuations of residues
in fastest mode dynamics of gluthathione S-transferase
between the bound and unbound states, differing by 8 Å

RMSD, displayed a very similar behavior and are highly
correlated with the interface residues. The observations
here suggest that, in general, it is possible to deduce the
relevant information from the unbound forms. HFV res-
idues are mostly located near interface residues and in the
core of the structure. Surface residues that overlap or are
proximate to the HFV residues have a high propensity to
be interface residues.

Figure 2A displays the average number of the HFV
residues by GNM versus by random sampling that are

Figure 1. (A) The distribution of fluctuations in the fastest modes of dynamics of Transducin Gt-b-g, for both unbound (1TBGAE)

and bound (in complex with Transducin Gt-a, Gi-a chimera [1GOT]) states (graph A). The structure is shown (green) with its ligand

(gray) (B1,B2). The HFV residues and surface patch residues determined from the unbound state are shown in red (B1 and B2,

respectively). Red squares and circles display interface and surface patch residues. (B) The distributions of fluctuations in the fastest

modes of dynamics for Barnase both in unbound (1A2P) and bound to barstar (1BRS) states (graph A). The corresponding 3D-structure

is shown on the right (B1,B2), with a similar description as in A.
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within 7.5 Å distance to an interface residue for the 110
structures in the Benchmark Set. For 79 structures among
the 110, there is an enhanced packing close to the inter-
face residues as reflected by the weight of the HFV
residues by GNM over those by random sampling. The
25% of the cases displayed in Figure 2A, which do not
show enrichment in HFV residues close to the interface,
are observed to comprise mostly antigens and antibodies.
Figure 2, B and C, displays the behavior of interface
residues only for the structures in the subset of Antigen–
Antibody and only for the structures in the subset of
Enzyme–Inhibitor, respectively. The interface is more
enriched by the HFV residues for 19 structures out of
34 and for 18 structures out of 21 in comparison with the
random counterparts for the respective subsets. Figure 2D
displays the density difference of the HFV residues
around the interface and the rest of the surface. For 16
out of the 21 structures, the interface residues are more
enriched with HFV residues compared with the rest of the
surface residues. Thus, as can be observed, the algorithm
can locate the binding regions in enzymes/inhibitors, but
comparatively fails in antigens/antibodies. This appar-
ently reflects a topological property of these structures

(Alberts et al. 1994). Structural investigations have in-
dicated that the antigen–antibody complexes display a less
densely packed organization when compared with other
protein structures (Neuvirth et al. 2004). Enzymes typi-
cally have clefts in their binding sites, and thus it is ex-
pected that they will be more densely packed and
enriched in high frequency vibrating residues.

Table 1 gives the average numbers of the HFV residues
in contact (maximum contact distance is 7.5 Å) with
interface and non-interface residues for the Benchmark
Set and for the subsets of Enzyme, Antigen–Antibody,
Others, and Difficult. Here, the average is taken over the
total number of structures in each set. The variances for
each data set are given in parentheses. The results point
out that a noticeable difference between the interface and
the rest of the surface residues exist for the subset of
Enzyme. As for the subset of Difficult, which shows large
conformational changes upon binding, a difference is also
observed in densities of the HFV residues favoring the
interface with respect to the rest of the surface residues.
For the subset of Antigen–Antibody, it is hard to see
any difference that differentiates the interface and the rest
of the surface. The HFV residues favor non-interface

Figure 2. The number of HFV residues by GNM (X-axis) and by random sampling of HFV residues (Y-axis) per interface residue

within 7.5 Å from the interface for the Benchmark Set (A) and for the subsets of Antigen–Antibody (B) and Enzyme (C). Interface

residues of 79 structures out of 110, 19 structures out of 34, and 18 structures out of 21 are more enriched with the HFV residues, in

comparison with the random occurrence of the HFV residues for the respective sets. (D) Comparison of the number of HFV residues

located within 7.5 Å of the interface per interface residue with that of the rest of surface residues (Y-axis) for the subset of Enzyme. For

16 structures out of 21, the interface residues are more enriched with HFV residues compared to the rest of surface residues.
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residues in the subset of Others. The t-tests applied to each
subset indicate that for the subset of Enzyme, the difference
in preference of HFV residues toward the interface and rest
of the surface is statistically significant within 95% confi-
dence interval. For the rest of the subsets, the differences
were found to be statistically insignificant. For the entire
benchmark, as it includes particularly the subset of Antigen–
Antibody, the difference between surface and interface resi-
dues with respect to HFV residues is not significant.
In the analysis above, individual HFV residues were

analyzed. Nevertheless, the HFV residues cluster and the
clusters can further contribute to the identification of the
surface patches. The average number of the HFV residue
clusters and surface patches were calculated as 2.9 and
2.7 with average sizes of 9.3 and 4.9 residues, respec-
tively. The average numbers of HFV residue clusters and
surface patches for the random distribution of the HFV
residues were calculated as 6.9 and 2.8, with average
sizes of 4 and 3.5 residues, respectively. The average
sizes of the residue clusters and the surface patches
nearest the interface were calculated as 8.6 and 5.1 res-
idues, respectively, with average distances of 2.1 Å and
2.4 Å to the interface. The nearest HFV residue and
surface cluster sizes for the random sampling are 3.0 and
3.8, respectively. The numbers above reflect the cluster-
ing tendency for the HFV residues and for the surface
patch residues located nearby.
Table 2 displays the percentage of the structures that

have at least one cluster of HFV residues near the inter-
face and at least one surface patch located within dif-
ferent frame sizes. The results indicate that for 75% of the
test cases there is at least one cluster of HFV residues
within 7 Å distance from the interface. The corresponding
value for the surface patches located close to the HFV
residues is 88%. Additional analysis on HFV clusters of
the Benchmark Set indicates that for 41.8% of the test
cases, there was at least one HFV cluster which had no
residue within 7 Å of the interface. For 40% of these

cases, the identified cluster was less than five residues.
On the other hand, previous studies (Bahar et al. 1998;
Demirel et al. 1998) implied that the HFV residues were
also associated with the active sites or functionally impor-
tant residues of the proteins, which may be located on
a different site from the binding interface. There might
also be other binding sites in the structure apart from the
one analyzed.

These values indicate that both the location of the HFV
residues and the surface patches determined from these
HFV residues can be associated with putative binding
sites, and as such, can be useful for their prediction.

Cluster Set

For the Benchmark Set above, the analysis was carried out
mostly on the unbound forms and includes specific types
of structures. Here, the algorithm is tested on another,
more-diversified set of structures: a database of protein–
protein interfaces in the Cluster Set, for which only the
three-dimensional structures of the bound forms are
available. This is on the premise that there is no signif-
icant difference between the bound and the unbound
states with respect to the position of the HFV residues.

The significance of the preference of the HFV residues
to locate close to interface regions is assessed against the
randomly distributed HFV residues for the structures in
the Cluster Set. The results indicate that the HFV residues
cluster, and in general, the largest clusters are associated
with the interface regions. In general, since HFV residue
clusters are frequently associated with higher packing den-
sity, they are located in the core of the structure. Hence,
the surface patches identified due to their proximity to the

Table 2. The percentage of the structures that have at least one
HFV residue cluster (second column) and surface patch (third
column) within different frame sizes (first column), for the
Benchmark Set

Distance of nearest
HFV cluster/surface
patch to interface
(Benchmark Set)

Percent of structures
that have one
HFV cluster

Percent of structures
that have one surface

patch

<2 Å 5 65

<3 Å 13 72

<4 Å 36 78

<5 Å 62 81

<6 Å 75 85

<7 Å 77 88

<8 Å 87 89

>9 Å 13 11

Average distance of nearest

cluster/surface patch (Å)a 2.13 2.35

aThe average distances of the nearest HFV residue clusters and the surface
patches are given in the last row.

Table 1. The average number of HFV residues that the
interface and non-interface (rest of the surface) residues are in
contact with (maximum contact distance is 7.5 Å) for the
Benchmark Set and the subsets of Enzyme, Antigen–Antibody,
Others, and Difficult

Data sets

Average number
of HFV residues

per interface residue

Average number
of HFV residues

per non-interface residue

Benchmark Set 1.43 (1.12) 1.47 (0.98)

Enzyme 1.21 (0.43) 0.67 (0.05)

Antigen–Antibody 1.47 (0.69) 1.43 (0.31)

Others 1.16 (0.46) 1.38 (0.90)

Difficult 1.25 (0.38) 1.04 (0.41)

A list of the proteins in each of these categories are given in Supplemental
Tables A.1 and A.2.
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HFV residues would also correlate well with interface
regions as shown below with specific examples.

Figure 3A displays the average percentages of the HFV
residues by GNM located within varying distance inter-
vals (e.g., ‘‘zero’’ interval is defined as the distance
$0 and <2 Å) from the interface in comparison with that
of the randomly distributed HFV residues. Interface
residues within a layer of 8 Å are 27% enriched by
HFV residues; i.e., the number of HFV residues that are
in the 8 Å vicinity of an interface is on average 27%
larger than that for random occurrence. A total of 61% of
the HFV residues are observed to be located within 8 Å of
the interface. This percentage is 44 for the random
counterpart. Figure 3B displays the number of HFV
residues by GNM within 7.5 Å of each interface residue
(X-axis) in comparison with the corresponding values by
HFV residues distributed randomly (Y-axis) for each
structure in the Cluster Set. For 34 cases out of 50, the
number of HFV residues that are closer than 7.5 Å from
the interface is greater than that of the random case.

HFV residues cluster in space. The number of HFV
residue clusters averaged over the structures in the Cluster
Set is 3.3, with an average cluster size of 9.4 residues. The
average size of the largest HFV residue cluster is 21.5,
with an average distance of 10 Å to the interface. Seventy
percent of the largest clusters are located within 8 Å of the
interface residues. In a random distribution of HFV
residues, the average number of HFV clusters is 7.6, with
an average size of 4.0 residues, and the average size of the
largest HFV clusters is calculated as 11, with an average
distance of 12.4 Å from the interface.

These results and the observation from our previous
work (Haliloglu et al. 2005) indicate that interface
residues are enriched by nearby HFV residues both in
comparison with the random distribution of the HFV
residues and with respect to the rest of surface residues.
This suggests that the identification of surface patches
based on a group of HFV residues nearby is likely to
increase the success of the prediction. To test this scheme,
as in the Benchmark Set, surface patches for the Cluster
Set were identified by calculating the average distance of
any surface residue to the nearest 12 sites belonging to
a-carbons or side chain centroids of the HFV residues
(Haliloglu et al. 2005). Thus, groups of surface residues
that are enriched in HFV residues are registered as likely
to overlap with binding regions. The average number of
surface patches is 3.6, with an average size of 4.7
residues. In a random distribution of HFV residues, less
surface residues and smaller patch sizes that fit the
criteria could be mapped (3.2 and 2.6, respectively).

Table 3 displays the percentage of the structures that
have the nearest HFV residue clusters and surface patches
to the interface residues within the specified distances.
The results indicate that for 70% of the cases there is at

Figure 3. (A) The percentage distribution of the minimum distances of

HFV residues (the shortest distance; either a-C or side chain centroid) by

GNM to the interface in comparison with that of the same number of HFV

residues sampled randomly. The distribution is averaged over 50 structures

from the Cluster Set. (B) The number of HFV residues per interface

residue within 7.5 Å by GNM (X-axis) and by the random sampling (Y-

axis) for the structures in the Cluster Set. For 34 structures out of 50, the

interface residues have a higher number of HFV residues nearby than

predicted by the randomly distributed HFV residues.

Table 3. The percentage of the structures that have at least one
HFV residue cluster (second column) and surface patch (third
column) within different frame sizes (first column), for the
Cluster Set

Distance of nearest HFV
cluster/surface patch to
interface (Cluster Set)

Percent of structures
that have one
HFV cluster

Percent of structures
that have one
surface patch

<2 Å 14 48

<3 Å 20 56

<5 Å 52 76

<6 Å 58 80

<7 Å 70 84

<8 Å 76 90

>9 Å 24 10

Average distance of

nearest cluster/surface

patch (Å)a 5.4 3.1

aThe average distances of the nearest HFV residue clusters and the surface
patches are given in the last row.
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least one cluster of HFV residues, and for 84% of the
cases there is at least one surface patch located within 7 Å
distance from the interface. The hot spots/HFV residues
are mostly buried. Thus, surface patches identified in
close proximity to the HFV residues are more likely to be
located nearer the binding sites when compared with the
HFV clusters.
Below, we illustrate three cases. Figure 4 presents the

results of the analysis on Subtilisin novo proteinase (PDB
code 2SNI). This structure has 275 residues. Forty-one
HFV residues are identified (Fig. 4A), grouping into four
HFV residue clusters. The largest cluster has 34 residues.
The HFV residues lead to nine surface residues that are
grouped into three surface patches. One of the patches
overlaps the main data set interface (Fig. 4C). Another
patch overlaps a metal-binding site (Fig. 4D). Close to the
main interface there is another metal-binding site (Fig.
4D), which partially overlaps the main interface. Figure
4B shows that residues belonging to the first two surface
patches are conserved or located near conserved residues.
The third surface patch may be a false prediction.

As another representative case, the results of the
analysis for the complexed variable domain from l-6
type immunoglobulin Jto (PDB code 1CD0A) light chain
are presented in Figure 5. A total of 17 HFV residues are
identified grouped into one cluster (blue in Fig. 5A). Two
surface patches are determined here (Fig. 5C). The larger
surface patch with eight residues successfully locates the
binding region. The small patch (with one residue) does
not overlap any known interface. There are no additional
binding sites known (available) for this structure. How-
ever, conservation data (Fig. 5B) indicate that the single
residue surface patch is one of the highly conserved
residues, suggesting some functional importance.

Another example is a trimer Yjgf protein (PDB code
1QU9A) with 126 residues (Fig. 6). The HFV residues
(Fig. 6A), the highly conserved residues (Fig. 6B), the
surface patch residues, and the two different binding
interface residues (Fig. 6C,D) are displayed. A total of
21 HFV residues are in three clusters, where one is of
19 residues. The main and the second binding interfaces
are presented in Figure 6, C and D, respectively, in

Figure 4. Subtilisin novo proteinase (2SNI) with 275 residues. (A) Forty-one HFV residues that are grouped into four clusters are

colored blue, displayed with its partner structure (pink) in the complex. (B) The conserved residues are colored cyan. (C) The main

interface is colored yellow; the three surface patches of nine residues are colored red and the overlap is colored orange. (D) Metal

binding sites are colored yellow, surface patches are red, and the overlap is orange. The overlap is between surface path residues and

interface residues.
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comparison with the two identified surface patches. The
larger surface patch is composed of 10 residues and is
located at an average distance of 5 Å from the interface,
successfully locating the interface residues. The smaller
surface patch of two residues is located 12 Å away from
the interface.

There are eight outlier structures, with no surface patch
within 7.5 Å from the binding interface: 1bjj A, 1fj1D,
1fj1E, 1lmk A, 1AS4A, 1aw1A, 1jixC, and 1fytD (see
Supplemental Table A.2). As an example, immunoglob-
ulin (1LMKA) is displayed in Figure 7. A total of 39 HFV
residues out of 238 residues are identified in four clusters.
The surface patches identified from these HFV residues
are composed of 26 residues in six surface patches. The
interface residues for which the analysis is carried out are
shown in yellow, the predicted surface patches are red and
the overlapping residues are orange. This figure indicates
that the surface patches identified here lead to a false
prediction. However, a second binding interface is shown
for the same protein (Fig. 7B) overlapping HFV residues.
Thus, again, immunoglobulins appear not to be amenable
to prediction based on this strategy.

The analysis described here suggests that larger HFV
residue clusters are more likely to locate near the in-

terface region, and surface patches successfully locate
some interface residues. The additional consideration of
conservation data assists in filtering out false predictions.

In the analysis carried out in the present study, each
overlap is considered to be equally significant. Devising
a clear measure of overlap significance with respect to the
sizes of clusters or patches and interfaces and for different
sets of proteins is not straightforward. With the low-
resolution presentation of the structure, which lacks side
chain information and describes only backbone centers, the
identified patches from HFV clusters provide only approx-
imate locations for the interfaces. Based on our previous
work (Haliloglu et al. 2005), sites associated with HFV
clusters correspond to binding hotspots at the interfaces. The
association of the HFV clusters with the interface residues is
thus mainly due to the association with possible hotspots at
the interfaces and not with all of the interface residues.

In this respect, the lack of specificity of amino acid types
and sizes due to the low resolution of the model might affect
the association between HFV clusters and interfaces. In
particular, the preferences of certain types of amino acids at
the interfaces are known (Ma et al. 2003). Here, the amino
acid types might be included indirectly if certain types would
induce specific geometrical arrangement in the packing

Figure 5. Jto, a variable domain from l-6 type immunoglobulin light chain with 111 residues (1CD0). (A) Seventeen HFV residues

are colored blue, displayed in complex. (B) The conserved residues are in cyan. (C) The main binding site is colored yellow, the surface

patches composed of nine residues in two patches with eight and one residues are colored red, and the intersection is colored orange.
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environment. The GNM with the more computationally
expensive calculations on an atomistic description of the
residues might improve this association to a certain extent.
Nevertheless, although there is an intimate connection be-
tween sequence, structure, and dynamics, an ideal description
of the interface may require explicit consideration of some
properties of interface residues in the prediction. Overall,
inspection of the results leads us to suggest that concave
binding interfaces (typically those of enzyme binding sites),
are enriched by the HFV residues.

Conclusions

Binding site prediction is one of the bottlenecks for pre-
diction of protein function, drug design, and for putting
proteins together in Systems Biology. Many experimental
and computational methods have been developed to pre-

dict interface residues of proteins. Experimental methods
mostly address the stability and energetics of binding,
while computational methods also consider distinguish-
ing properties of the interfaces versus the rest of the sur-
face, such as composition, architecture, and conservation.
Most of the methods lack information on the dynamics of
proteins, although proteins are not rigid objects, and their
surfaces are plastic.

Interface regions often contain cavities. The packing
density increases at the cavities leading to an environment
where residues are expected to display high frequency
fluctuations. Analysis of the fluctuation behavior of the
residues in their native state dynamics by the Gaussian
Network Model confirms that high frequency fluctuating
residues are enriched in the vicinity of the interface as
compared with the rest of the surface. Our analysis also
indicates that the HFV residues are invariant between the

Figure 6. Yjgf protein (1QU9) with 126 residues. Twenty-one HFV residues are determined, 19 are grouped into one cluster. The

surface patches determined are composed of 12 residues clustered into groups of 10 and 12. (A) The HFV residues are colored blue; the

complex partners are in two different shades of pink. (B) The conserved residues are in cyan. (C) The main binding site is in yellow, the

surface patches are colored red, and the intersection colored orange. (D) The second binding site is colored yellow, the surface patches

colored red, and the intersection is colored orange.
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unbound and bound forms, suggesting a pre-organization
of the binding sites, and further indicating that such a
strategy is applicable to the unliganded state, the state
that is of interest for the purpose of prediction. Thus, high
frequency fluctuating residues can be used for locating
surface patches that may constitute binding sites. Here,
the overlap of the HFV residue clusters and surface
patches with interfaces was studied in the two data sets,
the Benchmark Set and the Cluster Set.

The present approach is a plausible strategy for de-
tecting binding regions based on a single structure. Since
it relates to local packing density, it is expected that
interfaces with more invaginations and cavities will be
better predicted by high frequency vibrating residues.
Thus, we expect that the association of HFV residues with
the interfaces holds true mostly for enzymes, where the
effect is the strongest. Nevertheless, if a binding region
has invaginations and cavities (as in some of the antigen/
antibodies and in cases in the Cluster data set) we expect
that it would be detected there too. The practical utility of
the proposed method will be enhanced by additional

available tools, such as conservation. This method may
further provide insight into the relationship between
structure, dynamics, and function, since the HFV residues
displaying restricted fluctuations should overlap the
minima of the slowest mode shapes, which describe the
most cooperative modes. Finally, since these residues re-
flect regions with high packing density, they are expected
to contribute to the free energy of the binding. As we have
already shown, they correlate with energy hot spots or are
in their vicinity (Haliloglu et al. 2005).
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