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Inductive learning algorithms have been degrees of natural language processing (NLP), and

proposed as methods for classifying medical text then queried the processed text.3 Both of these
reports. Many of these proposed techniques differ in approaches have typically required manually written
the way the text is representedfor use by the learning rules to interpret the document queries.
algorithms. Slight differences can occur between Writing classification rules is typically a difficult
representations that may be chosen arbitrarily, but and time-intensive task.6 As a result, other researchers
such differences can significantly affect classification have investigated the use of inductive learning
algorithm performance. We examined 8 diferent data algorithms to automatically generate classifiers for
representation techniques usedfor medical text, and medical documents.&'3 These generated classifiers
evaluated their use with standard machine learning have all used either free text or natural language
algorithms. We measured the loss of classification- processor output. However, the actual representation
relevant information due to each representation. of the document used by the inductive algorithms has
Representations that captured status information varied greatly among the different researchers.
explicitly resulted in significantly betterperformance. In general inductive learning research, it is known
Algorithm performance was dependent on subtle that the performance of a generated classifier depends
differences in data representation. greatly on the actual representation of the objects to

INTRODUCTION be classified.'4 Still, the effect of different
Electronic clinical informatio is typicy srepresentations for medical documents has not beenElectronic clinical inf6ormationl iS typically stored sfiinl drse,adi agl nnw.Ti

either as structured, coded data or as full-text reports. sufficiently addressed, and is largely unknown. This
Medical text reports represent a significant source of paper analyzes the different medical text

clinical data, especially data that are not available in representations that have been used by generated
coded electronic form. Arecentstudydistinguishclassifiers, and evaluates their use by inductive

planned and unplanned readmissions found that learming algorithms. Details of the studies usingcoded infm aton aned wadsins fo r
that different representations are described here.coded iformatinalonewas notsufficint forStudies of inductive text classificationclassifying admissions, and that information in text

classification.' To Three studies represented the raw text of the
reports significantly improved the classification.' To documents. Hersh et al.9 used logistic regression tobe useful to automated systems, the information a p

stord asnarrtivetextmustbe rpresntedin away assign procedure codes in a trauma registry, based onstored as narrative text must be represented in a way the text of the dictated report from the initial ER
that can be used effectively. This information physician. The representation used was a vector of the
includes not only data directly retrieved from the text, frequency of each word in the dictation, afterbut complex conclusions drawn from it.

removmg stop words. Yang and Chuteg introduced aOne method of converting information extracted reaming stood .Yang and Chte8 induced alearming method called Expert Network, and used itfrom narrative text is by classification. Documents to predict ICD-9-CM codes for surgical reports. The
can be categonzed as to whether or not they arecanmberscfatspegoriz classtowhethr ordnot yEare reports were also represented as a vector of words,

members ofasecificlas,suchas s. Eh though the words were assigned a weight rather than adocument can then be assigned the appropriate class raw frequency. Larkey and Croft'0 tested threelabel, representing an interpretation of the content of l a
the report. For example, reports can be classified as

to whether or not theyindicatescodes to discharge summaries. They used a similar
to whether or not they indicate specific clinical rpeetto oYn n ht,wt etro
conditions; e.g., congestive heart failure or acute representation to Yang and Chute, with a vector of
bacterial pneumonia. The standardized representation Twoweig sfredacdcmient
ofTthe document by conditions indicated can thenbewo studies used a limited form of naturalofuthedfocument bcurponditis indatedoucae sthienblanguage processing to identify concepts rather thanused for such purposes as alerts, outcome studies, individual words in the documents. Lehnert et al.'3automated guidelines, and research queries. used a decision tree algorithm to identify patientA number of researchers have studied the use of

encounter notes that occurred in response to asthmadocument classification for use with automated
decision support systems. Some approaches have exacerbations. Only those words and phrases that
classified based on queries for specific free-text o i a

documents.2 O and then mapped to specific codes representing the
phrases within docwnents. Others have used varying concepts. The representation of the document was
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thus a vector based on the presence or absence of the modifier combinations. The values of the
codes detected. Aronow et al.7 also mapped words observations were either "instantiated" or "not
and phrases to concepts. However, they included a instantiated", while the possible values of the
specific method to detect negation of those concepts. modifiers were dependent on the modifier. They also
For each concept, a separate concept representing it tested a representation that only used concepts based
in negated form was included. For example, the on observations, where presence for negated concepts
concept "pneumonia" would be converted to two was inferred from modifiers. This representation was
concepts, "pneumonia" and "no_pneumonia" for use identical to that used independently by Chapman and
in the vector representation. They used this Haug.
representation and relevance feedback to classify METHODS
mammography reports for the presence and absence We tested various document representations for
of cancer.Thcanceree suireretdou nsaeothchest radiograph reports. From the described studies,

we developed eight different data representations for
output of existing natural language processors. evaluation: text, text-bin, concepts, con-mod,
Zingmond and Lenert used CAPIS,'5 developed at no-concepts, NLP-mod, NLP-ref NLP-neg.
Stanford University. CAPIS was used to extract The first two representations were based on free
findings or observations from a text report, and assign text alone. We extracted stop words from the same
each finding one of state values: instantiated-positive, stop list used by Hersh, and then formed a document
instantiated-negative, or not-instantiated. Findings . . '
that~~ ~wermetoe.nterpr eecniee vector of all the existing words in the documents. Thethat were mentioned in the report were considered

tx ersnainwihe ahtrnuigf*d.. . . ~~~~~~textrepresentation weighted each term using tf"idfinstantiated; the positive and negative qualifiers weighting. With other general text classification
separated findings that were present conditions of the studies in machine learning, weighting has instead
patient, versus those that were resolved or explicitly been binary.18 Therefore, the text-bin representation
stated as not present (i.e., refuted). Instead of'state'asotpesen (i.e. refute . Iuses vectors of the raw text with values indicatingidentifying all observations in a report, it only only whether they occur in the document.
identified target findings specified by a user. The Three representations are based on those studies
representation of a document was thus a vector of the that used limited natural language processing. We
specified findings and their state values. Zingmond processed the reports using MedLEE, and created aand Lenert used CAPIS and a decision tree, generator vector of all observations that were included. We
to extract findings from chest radiograph reports for used a single processor to isolate the effects of the
identifying indications of cancer.
identifyingindic 12 aner.16 representations from biases of different processors.
Chaelopma anLDSHaugital.Theyusedtey taresen For each document vector, the observations weredeveloped at LDS Hospital. They used Bayesian asindabarcong fwhtetey ee

networks and decision trees to classify chest x-ray in ed inath do nt. Theted the
reports indicating pneumonia. SymText identifies stantated the document. This resulted in the

observations and characteristics or modifiers representation,e n r the conp a d

describing those observations. Rather than include all rersnain we cosdrdtecnet'n h

modifiersc those obsevatns.Rau nthier thn finclude ~all modifiers with their values as separate observations.modifiers, Chapman and Haug identified the finding Freapeftecnet"dm"ocre,wt
state, which had possible values of "present" or "not thexmodifirae "degredel", would bet
present". This resulted in a document vector similar th oiirvle "ere o" twudbpresnt" Thireulte ina dcumet vctorsimlar represented as two separate concepts, "edema" and
to that ofZingmond and Lenert, except that there was degresentwd each asiedaat valuep oesence or
no difference between instantiated-negative and not- "dge=o, ahasgedavleo rsneo

no difference betweeninstantiated-negative.and not- absence on whether or not they were instantiated ininstantiated.
Wilcox and Hri 1ak'17used MedLEE, the report. All concepts were treated independently;
developed atColumbia University, in irevious i.e., no distinction would be seen betweendeveloped~~~~~ ~at preiou "degree=low" that was modifying edema or

studies. They classified these reports for indications
of six different clinical conditions using various pneumonia. The no-concepts representation was a

machine learning algorithms. MedLEE outputs slight variant of the concepts representation, that also
included for refuted concepts. If the observationobservations and modifiers in a hierarchical structure "edema" was instantiated but negative, the concept

similar to SymText. Rather than only using the "'edema" would not be indicated as present, but theobservation with its identified state in a document
vector, they combined modifiers with their associated
observations. The document vectors thus contained An additional three representations were based on

... . . ~~~~~studies using natural language processing. The
concepts representing individual observations, as well
as separate concepts representing these observation- NLP-mod representation paired modifiers with their
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Table 1: Representation characteristics.

Representation Text representation Vector components Component values
text raw text words (fidfweights

text-bin raw text words instantiated, not instantiated
concept NLP output concepts instantiated, not instantiated
con-mod NLP output concepts, modifiers instantiated, not instantiated

no-concept NLP output concepts, "N02'+concepts instantiated, not instantiated

NLP-mod NLP output concepts, concepts+modifiers instantiated, not instantiated,modifier value
instantiated-positive, instantiated-negative,NLP-ref NLP output concepts no intntae

not instantiated
NLP-neg NLP output concepts present, not present

associated observations and included them as conditions. These reports were used in previous
concepts (e.g., "edema" and "edemaAdegree" would evaluation studies; specifically, they were used in a
be the concepts from the above example). The NLP- study that demonstrated the ability of MedLEE to
refrepresentation only used the actual observations as accurately code information from free text reports.3 In
concepts, but assigned "instantiated-positive," that study, rules written by a physician and
"instantiated-negative," and "not-instantiated" as knowledge engineer were used to query the MedLEE
values. The NLP-neg was the same as NLP-ref; output for each document and classify each report.
except that both "instantiated-negative" and "not- The study found that the rules using MedLEE were
instantiated" were converted to "not present." Table 1 not significantly different in performance from
shows the differences between the different physicians who classified the narrative text reports.
representations. We modified these rules to query the specific data

To determine whether an instantiated concept representations, without changing the logic of the
should be considered as present or refuted (or rules. The rules were then used to classify the reports
absent), we wrote a simple rule to examine the using each representation, and the performance was
"certainty" and "status" modifiers of each concept. compared to the original rules. Performance was
For each of these modifiers, we determined measured in terms of sensitivity and specificity, from
beforehand values that imply an instantiated which we calculated the ROC area using the Pollack-
observation was actually not a present condition, but Norman estimate A'."'820 This value was then
rather was refuted as a condition in the report. averaged over all six conditions to generate a single

Information capture performance measure for each representation. We
We first evaluated those representations based on used bootstrapping to estimate variances directly

NLP output for their ability to capture information from the data.21
relevant to classification. Each representation loses Inductive learning algorithm performance
some information that originally represented in the We also evaluated the different representations in
narrative form, as well as information represented in terms of learning algorithm performance. For each
the NLP output. For example, concepts, no-concepts, representation, we used machine learning algorithms
NLP-ref and NLP-neg all lose some modifier to build classifiers, and then evaluated the
information, while con-mod loses the association performance of the classifiers. For this evaluation, we
between modifiers and the observations. Most of the used the same 200 chest radiograph reports and 6
representations, including NLP-mod, lose information clinical conditions. To allow for use of as large a
about the frequency of occurring concepts. We training set as possible, we tested using leave-one-out
wanted to test whether the information lost was cross-validation. To prevent overfitting the classifiers
important for classification. to the training data, we reduced features based on the

The representations were evaluated within the predictive accuracy of each feature.17 The number of
specific task of detecting six clinical conditions from features was limited to one-tenth the size of the
the information contained in the original reports: training set.22
congestive heart failure, chronic obstructive The text representation was studied previously
pulmonary disease, acute bacterial pneumonia, using information retrieval methods (relevance
neoplasm, pleural effusion without congestive heart feedback) for classification,'1 and the results of that
failure, and pneumothorax. We used 200 randomly evaluation are included here. The other
selected reports that had been classified by physicians representations were evaluated with three different
for presence and absence of each of the clinical machine learning algorithms: MC4, naive-Bayes and
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IB. MC4 is a variant of the C4.5 decision tree Figure 1: ROC area for different algorithms.
algorithm,23 nalive-Bayes is a common probabilistic
algorithm which predicts via assuming conditional 1
independence among attributes,24 and IB is a k- 0.9 - *MC4
nearest neighbor algorihn.25 The algorithms were 0.8 7 naive-Bayes
interfaced by the MLC++ machine learning library.26 0.7 018
We used these algorithms because they are well- 0.6 E +average
known and studied in machine learning, and represent 0.5
completely different approaches to inductive learning.
For each algorithm, we computed an average ROC q'+pS r9* ,
area for the six clinical conditions. $'%P CP5 CP

RESULTS

Table 2: Information capture. on raw text were easily implemented, and did not
Representation ROC Area A' (95% CI) require natural language processing. However, those

rules 0.94 (0.92-0.97) that used NLP could detect refuted concepts. Those
concepts 0.90 (0.87 - 0.92) that did not discern between instantiated and present
con-mod 0.85 (0.81 -0.88) did not require rules to infer when concepts were

no-concepts 0.94 (0.92 - 0.96) actually refuted in a report.
NLP-mod 0.95 (0.93 - 0.97) An important result of the study is that most of the
NLP-ref 0.94 (0.92- 0.96) representations did not lose information that was
NLP-neg 0.94 (0.92-0.96) significant for the classification task. Converting the

hierarchical NLP data to a flattened form for use withTable 2 shows the average ROC area for different laigagrtm a eacmlxts,wt
representations when using expert written rules to peaint algtlse content espleialykahigh

classiy repots. I also hoWs he basline otential to lose much content, especially at higher
levels of the structure (i.e., modifiers). However, theperformance of the rules using NLP output. The result should not be surprising when considering the

concepts and con-mod representations had dependencies of the study. For one, the performance
significantly worse perform''ance than the original was evaluated using manually authored rules. It is
rules, while there was no detected loss of information c d

' ; ~~~~~~~~~~~~~cogntivelydifficult to conceptualize hierarchical datafor the other representations. C
Table3 cotaintheaverge RC ara fo the and relationships. Consequently, most authored rules

are likely to use only one to two levels in a hierarchy.tree different learing algorithms when using A second dependency is on the knowledge
different representations, as well as the ROC area representation of MedLEE itself. A common task in
from text using relevance feedback. Figure 1 shows developing a controlled vocabulary for a natural
the performance of each algorithm as well as these language processing is determining pre-coordination
averages. The dark lines at the bottom of the figure 27 C v
indicate significance between the averages; i.e., we sinlofconcepts. Controlled vocabularies oftenasscgn a

single concept to a combination of a concept anddetected no difference between the representations modifier. The determination of pre-coordination iScovered by the same line. The text representation was often either by frequency or importance of the
significantly worse than all others except text-bin. combination. The finding "pain" modified by "body
Table 3: Inductive learning algorithm performance. location: chest" is often determined important enough

,______________________________ _,to be considered as a separate concept, "chest pain."
R sentation Avege ROC Area (95% CI) Therefore, the only attributes that would remain

text 0.79 (0.79 - 0.80) beyond a secondary level are those already
text-bin 0.81 (0.77 - 0.85) determined to be not significant.
concepts 0.85 (0.80-0.89)*
con-mod 0.84 (0.80 - 0.88) The study also found that differences in

no-concepts 0.88 (0.85 -0.91) performance of machine learning algorithms were
NLP-mod 0.84 (0.82- 0.86) sensitive to subtle changes in data representations.
NLP-ref 0.89 (0.86- 0.91) For example, performance improved when status
NLP-e 0.88 (0.8 -0.91) informationfor concepts was definedexplicitly. NLP-

mod captured all the information necessary to infer
DISCUSSION the status of concepts, though it was not defined by

Each representation studied had different the representation. MC4, which creates decision rules
advantages and disadvantages. Those that were based for classification, still performed as well as when the
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status was explicit in the representation (NLP-ref,
NLP-neg, no-concepts). However, both naive-Bayes
and IB were worse with NLP-mod. On the other hand,
the naive-Bayes algorithm performed better relative
to MC4 when modifiers were not captured in the
representation, and status could not be inferred
correctly (concepts). Therefore, when comparing
learning algorithms, differences between performance
may be due more to the data representation rather
than how the algorithms match the learning task.

CONCLUSION
Various attempts to use inductive learning for

medical text classification have used different
representations of the document content. Such
differences, while subtle in appearance, can have
significant differences both in the information
captured from the document, and the performance of
different inductive algorithms using the
representation.
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