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1. Introduction.-A central problem in ergodic theory is the question of metric
conjugacy: two measure-preserving transformations sp and so' of a Lebesgue space
are said to be metrically conjugate if there exists a third one 0 such thatGO-1 = so'.
In recent years research on this problem has pivoted about a metric conjugacy in-
variant known as entropy, an idea adapted from information theory, which assigns
to a transformation sp a number h((p) E [0, + o 1. While it is well known that en-
tropy is not a complete invariant, there has been some evidence for its completeness
in the class of Kolmogorov transformations.' The purpose of this work is to pro-
vide more evidence by showing that entropy is a complete invariant for a certain
subclass of Kolmogorov transformations, namely the continuous ergodic auto-
morphisms of the torus.
MAIN THEOREM. If (p and so' are continuous ergodic automorphisms of the two-

dimensional torus such that h((p) = h(ep') then there exists a measure preserving trans-
formation 0 such that 0-p0 = sp'.
The conjugacy will be constructed by coding between two symbolic dynamical

systems, and the proof of the main theorem will be executed by representing auto-
morphisms of the torus as such systems.

2. Automorphisms of the Torus.-A continuous automorphism so of the n-
dimensional torus X = En/Zn is associated with a unimodular matrix 4 = (0e),
i.e., Gil are integers and det 1 = 4 1. This transformation preserves Haar mea-
sure; and it is ergodic if and only if no characteristic value of 1 is a root of unity.
For these transformations there are three kinds of conjugacy: algebraic, 010-0 =
b' where 0 is also unimodular; topological, 00-1 = sp' where 0 is a homeomorphism;
and metric, as described above. It is known2 that for automorphisms of the torus,
topological conjugacy is equivalent to algebraic conjugacy and hence implies metric
conjugacy. The entropy h(s) = log XI... XkI where X1,. .. ,Xk are all the character-
istic values of 4 whose moduli are greater than one.3 Even in dimension two there
are algebraically nonconjugate automorphisms with the same entropy such as the

pair (2 1) and (1 1). The main theorem shows that such pairs are metrically

conjugate, which answers a question raised by Adler and Palais.2
3. Symbolic Dynamical Systems.A-Consider an alphabet a = {1,...,N} of

states and a transition rule given by a matrix T = (tol) of zeroes and ones. The
space a = Z(T) of symbol sequences t = (. .., tI , o, to, .. .), {n E a, consists of
those t which satisfy t|, E., = 1 for all n. Let a denote the shift on a, i.e.,
(aJ) = {n+l; let a be the partition of Z into sets {I E£ a {c = i}, i = 1, ..., N;
and let all denote the common refinement of a, oa, ...., ff-la. The measurable
subsets of 2: are generated by U ' c ausa, and if 1t is a a-invariant measure defined by
a matrix P = (paj) of transition probabilities and a row vector 7r = (71, ...., TrN) of
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stationary probabilities, then the entropy hj(a) of the shift with respect to this
measure is h,,(a) = - irfp>, log pip
THEOREM. Let T be irreducible and X the largest positive characteristic value of T

with x and y column and row characteristic vectors associated with X normalized so that
jxjyj = 1. If pij = xjti/lXxi and Wr = xjyi, then a shift invariant measure IA is defined

and h,(a-) = log X. The maximal entropy for a on ¢(T) attained by any normalized
invariant measure is log X and Mt is the only such measure yielding this value.

Proof: The first part of this, theorem is an application of the Perron-Frobenius
theory.5 For the second part assume that v is some other normalized invariant
measure for which h,(a) 2 log X. The measure v can be assumed to be singular with
respect to ,I; consequently there exists sets En, n = 1, 2, .. . such that E. is a union
of elements of an and ,i(En), 1 - v(En) -. 0, n co. For any set E which is a
union of some elements of an denote by #(E) the number of these elements; where-
upon K#(E)/Xn < p(E) where K = min X xjyj. By assumption H,(an)/n decreases
to hV(a-) 2 log X; therefore log Xmn < H,(an) < v(En) log #(En)/v(En) + (1 -
v(En)) log #(Enc)/(1 - v(En)) < v (E.) log p,(E.)Xn/Kv(En) + (1 -v(En)) log (1 -
(En))Xn/K(l - v(En)). Hence 0 < v(En) log IM(En) + 0(1) -0 - co, n -a 00, a con-

tradiction.
Associated with a measure-preserving transformation sp on a Lebesgue space

(X,m) and a partition y of X into measurable sets C1, . . ., C, a transition matrix
T = (tj) can be defined by tj = 1 if m(,CiflCn ) > 0 and tij = 0, otherwise. Let
x: x-(abe defined byx(x) = iforx C and T: X-*- ¢(T) by (Tx), = X(SOnX).
COROLLARY. If the largest positive characteristic value of T is ehmP) and y is a

generator, i.e., U Pn~y generates the measurable subsets of X, then T effects a conjugacy

between (X,m,(p) and (:(T),,u,a) where ,u is the measure of maximal entropy.
Proof: The mapping r is one-to-one a.e. because My is a generator. By definition

aT = Tq9. Since h,(a-) = h,(mp), the theorem implies Tm = ,u.
4. Coding.-Consider the space : = :(T) consisting of sequences of symbols from

an alphabet labeled by (i = {all, .. ., al, a12, .. ., a 2, bll, ..., b ', b12, ..., b8s}
whoseTisdefinedby: tij = ifor <i< p+q,1 <j < p,orp+q<j<
p + q+r; tj = lforp+q<i< p+q+r+s,p <j < p + q, or p + q + r <
j < p + q + r + s; tij = 0, otherwise. The characteristic equation of T is
y,+q+r8-2 (y2 - (p + s) y + (ps - qr)) = 0. Consider also the space Z' = :(T')
of sequences of symbols from an alphabet a' = I 1,... ,N} where T' is defined by:
tl1,N = 0; t% = 1, otherwise. The characteristic equation of T' is yN-2(y2 - Ny +
1) = O.
THEOREM. If ps - qr = 1 and p + s = N, then there exists 0 which effects a conjugacy

between (,Ma) and (:',IA',oa') where /L and ,u' are measures of maximal entropy.
Proof: After relabeling a' by {A,1 ... ,Ap, B1 ... ,B.}, the first step in construct-

ing 0 is to set (00)n equal to the upper-case letter corresponding to the lower-case
one for Sn. In order to assign proper indices on the letters, all blocks of b in t which
are preceded and followed by a are grouped together along with the following a;
e.g., = (...,a, [bb, .. ,b,a], ... .). The transition rule requires =.... la, [bl,b2,
.. .,b2,a2],. ..); so if t = (...,a, [blb112,. ..)bi2na2], .. ), set 0 = (...,A, [Bi1,
Bi2 ... . ). Yet to be assigned in these blocks are lower indices on bl
and a2 for which there are rq choices and indices on B, A for which there are p(s - 1)
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+ p - 1 choices. In both cases the number of choices is identical so that a one-to-
one assignment of indices within such blocks can be made. Still unassigned are
blocks of a which separate the b-blocks, e.g., a= ... .,a2, [a, ....,a], .... ). The
transition rule requires t = (. . ,a2, [a',. . ,a'], bl,. .); so if t = (. . .,a2, [a,,l, ...
ain lbll ... ), set Ot = ( ... ,A, [Ajl,. . .,Aj.],B,. . .). Now 0 is defined a.e.; it is
one-to-one, and it is measurable. From this definition it follows that Oa = oI';
and finally since hoM,(a') = h,,,(a'), the previous theorem implies GMA = I'.
Another case arises in which it is necessary to consider an alphabet A' 1,..

N + i} and atransition matrix T'defined by: tN+1,J = 0,1 <j < N + 1: tx,' =
1, otherwise. The characteristic equation of T' is yN-l(y2 - Ny - 1) = 0. By
similar methods the following is proved.
THEOREM. If ps - qr = -1 and p + s = N, then (Z,,u,) is conjugate to (¢',M',o')

where M and IA' al e measures of maximal entropy.
5. Proof of Main Theorem.-On the basis of §3 and §4, the proof of the main

theorem will now be sketched. Given two automorphisms so and (p' of the two-
torus X which have the same entropy, it follows that det 4) = det V'. We first
take up the case when det4 = + 1. Let det (4) - yI) = y2 i Ny + 1 and X be
the characteristic value of 4) of modulus greater than one. Elementary geometric
considerations reveal that the torus can be partitioned into two parallelograms R,
and R2 whose sides consist of two connected segments through the origin in each of
the two characteristic directions of (D. Taking y to be the partition into parallelo-
grams determined by R, nfpR,, i, j = 1, 2, one sees that the associated transition
matrix T has the structure of the matrices considered in §4. In fact, the letters a, b
describe whether C, E y is contained in R, or R2, and the superscript indicates
whether Ci arose by intersecting with (pRi or spR2. Finally, letting ?i denote the
length of the side of Ci in the direction associated with X and examining what hap-
pens to Ci under the action of ap, we see that X = E tij4; hence X is the largest

positive characteristic value of T.
To complete the proof of the theorem, observe that by its very construction, and

the fact that X $ 1, -y is a generator. Thus the corollary of §3 applies to a0, 7y and
analogously to sp', y'. Taking this in conjunction with the first theorem of §4, the
proof is done. Similar considerations apply in the case det 4 = -1, and hence the
main theorem has been proved.

* The results reported in this paper were obtained in the course of research jointly sponsored
by the U. S. Air Force Office of Scientific Research (contract AF 49 (638)-1682) and by IBM.
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