Extending a Natural Language Parser with
UMLS Knowledge

Alexa T. McCray
National Library of Medicine
Bethesda, Maryland 20894

Abstract

Over the past several years our research efforts have
been directed toward the identification of natural
language processing methods and techniques for
improving access to biomedical information stored in
computerized form. To provide a testing ground for
some of these ideas we have undertaken the develop-
ment of SPECIALIST, a prototype system for parsing
and accessing biomedical text. The system includes
linguistic and biomedical knowledge. Linguistic
knowledge involves rules and facts about the grammar
of the language. Biomedical knowledge involves rules
and facts about the domain of biomedicine. The
UMLS™ knowledge sources, Meta-1™ and the
Semantic Network, as well as the UMLS test collec-
tion, have recently contributed to the development of
the SPECIALIST system.

Introduction

The SPECIALIST system [1-3] is being developed to
include both linguistic and biomedical knowledge.
Linguistic knowledge includes lexical information, and
rules of morphology, syntax, and semantics. The lexi-
con, which forms a central part of the system, has gen-
eral English lexical items as well as items specific to
the domain of biomedicine. The lexicon currently
contains approximately 40,000 lexical entries, which
when expanded to the full set of inflectional variants,
is actually over 75,000 lexical forms. Each lexical
entry encodes morphologic, syntactic, and semantic
information. This information is used by the grammar
rules as they attempt to produce structured representa-
tions of phrases and sentences. Morphologic informa-
tion encodes the inflectional and derivational variants
of lexical items. Inflectional variants include singular
and plural forms of nouns; positive, comparative and
superlative forms of adjectives; and person, number,
and tense of verbs. Derivational variants are part-of-
speech alternations such as "treat" and "treatment”,
"aberrant” and "aberration”, and "able" and "ability".
Syntactic information includes information about syn-
tactic category, allowable complements, positional
information, and codes for allowable transformations.
These latter codes are for rules that relate pairs of sen-
tences to each other, e.g., active to passive sentences
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with the same basic meaning. The semantic informa-
tion includes information for rules of logical interpre-
tation; for example, rules that interpret ellipted or oth-
erwise missing elements.

The biomedical knowledge needed by SPECIALIST
includes knowledge of the important concepts in the
domain of biomedicine, the relations among these con-
cepts, and rules to process these concepts and rela-
tions. The two UMLS knowledge sources, Meta-1 and
the Semantic Network, provide the sort of biomedical
knowledge that we require. (See [4-5] for recent
descriptions of the UMLS project). Meta-1 contains
information about a large number of biomedical con-
cepts that appear in several controlled vocabularies. It
includes single and multi-word concepts, definitions,
lexical category information, hierarchical contexts, and
interrelationships among many of the concepts.
Further, each concept in Meta-1 is assigned to at least
one of the basic semantic types, or categories, included
in the Semantic Network. The network consists of 131
semantic types and 35 relationships between them.

In order to test the extent to which natural language
processing techniques may improve access to informa-
tion, we have developed a database module. The
module processes files such as MEDLINE® citation
records, creates an index for the items in all relevant
fields, and provides for Boolean retrieval of these
items. One of our major sources of textual material for
the system is the UMLS test collection of queries and
citation records [6].* The data for the test collection
were selected primarily from 2,000 search request
forms submitted to the NIH and NLM libraries. We
chose 155 questions in three broad topic areas: clinical
medicine research, basic science research, and health
services research. The questions were searched on a
subset of MEDLINE. The subset totals 167,000 cita-
tions and is that portion of the citations that were
added to MEDLINE with a 1986 publication date and
which included an abstract. The searches were con-

*The collection was developed for use as an evaluation tool in
the UMLS project. It is available to interested researchers.
The collection has also been included in Virginia Disc One,
one of 3 CD-ROM’s under development to illustrate state of
the art methods in information retrieval.



ducted by an expert NLM searcher whose search stra-
tegy emphasized recall over precision. The retrieval
results were then evaluated for relevancy by a subject
matter expert.

The SPECIALIST System
Linguistic Knowledge

As noted above, the lexicon is a central part of the
SPECIALIST system (see [3] for some discussion of
this point). Lexical records are expressed as frames
with slots and values. The required slots for any entry
are ‘base’, ‘cat’, and ‘variants’. The base form is what
is often called the ‘citation’ form of the lexical item.
The value of the slot ‘cat’ gives the syntactic category
of the lexical item. The value of the variants slot is
either a list of codes, such as ‘inv’, (invariant) ‘reg’
(regular), or ’glreg’ (greco-latin regular), or in the
case of irregular forms, as in the word bad, whose
record is shown below, the actual variant forms are
listed.
{base=bad
entry=1

cat=adj

variants=irreg(worse,worst)

position=attrib(1)

position=pred

position=attribc

compl=infcomp:nsr

nominalization=badness}
Since this adjective may both premodify a noun and be
used as a predicate adjective (e.g., "This is a bad situa-
tion", and "The situation has gotten quite bad") it is
given the codes ’attrib’ and ’pred’ respectively. This
is in distinction to an adjective like "main" which may
only appear in attributive position (e.g., "the main
problem”). The 1’ in the code attrib(1) means that
this is an adjective of quality. The adjective *bad’ may

also take a discontinuous infinitival complement, as in

"That was a particularly bad problem to solve." Since
all of this information is coded in the lexical entry, the
parser checks the entry at parse time and then invokes
the appropriate syntactic and semantic rules based on
the coding. Coding for verbs is extensive. A verb
may be considered the control center of a sentence,
since it determines the type of complements that may
co-occur with it. As a parse is built, the system checks
the lexicon to see whether, for example, a verb is tran-
sitive, and if so, whether it takes a simple noun phrase
object, a prepositional phrase object, or some type of
clausal object.

In building the lexicon we have taken the approach of
coding all available grammatical information about a
lexical item. We refer to a variety of general English
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and medical dictionaries to accomplish this. In addi-
tion, when coding lexical items, we consult sets of
actual sentences containing those items. These sen-
tences are drawn primarily from the UMLS test collec-
tion. Lexical items are entered using our menu-based,
interactive program, called Lextool, which accepts as
input either a file of lexical items or lexical items typed
in from the keyboard. With the interactive aid of the
user, it gives as output fully specified lexical frames.
Lextool incorporates rules that dictate which slots are
permissible for the frame in question, as well as what
values they may have. These rules have been formal-
ized in a grammar which includes all the allowable
slots and values. The grammar serves to constrain the
possible choices that must be considered when enter-
ing an item, and it also serves as an automatic check of
the well-formedness of completed lexical records.

The syntactic/semantic component of SPECIALIST is
an extended Definite Clause Grammar.* The grammar
includes context-free BNF (phrase structure) rules
together with context-sensitive restrictions which con-
strain the structures that are actually built. An exam-
ple parse is reproduced below. The sentence pro-
cessed is: "This drug treats the most severe symptoms
of congestive heart failure."

OPS:  present

VERB: treat

SUBIJ: this drug (sing)
OBJ:  the symptom (pl)

L_MOD: adj: severe (quality)
MOD: intensifier: most
R_MOD: pp: of
obj: congestive heart failure
(sing)

The parser has first looked up all lexical items in the
SPECIALIST lexicon, and then it has used the syntac-
tic and semantic information associated with each lexi-
cal item, together with the appropriate rules, to con-
struct the structured representation shown above. The
operator in this sentence is the present tense. The verb
and subject are represented in their base forms with
accompanying inflectional information. The object of
the verb is a noun phrase which has further internal
structure. The head noun "symptom" is premodified by
the adjective phrase "most severe”, and it is

*See [3] and the references cited there for a description of this
formalism. Since the time of that paper, which described the
system we were developing, we awarded a contract to the Paoli
Research Center of the Unisys Corporation. As a result of this
successful collaboration of our two research groups during the
academic year 1988-1989, the syntactic component of the
system is extremely robust. See [7-8] for discussion of the
Paoli system.



postmodified by a prepositional phrase. Note that
"congestive heart failure” is considered a single,
multi-word, lexical item here. This is because the lexi-
con treats this term as a single concept, in accordance
with its use by the biomedical community.

We are in the process of augmenting our lexicon with
the Meta-1 vocabulary. This has raised a number of
methodological issues. There are over 43,000
reviewed main concepts in Meta-1 together with a
large number of lexical variations for these concepts.
For example, there are some 4,000 singular forms
related to plural main concepts and some 8,000 plural
forms related to singular main concepts. Many of
these singulars and plurals were originally generated
algorithmically. These variants are additional entry
points into Meta-1, but in some cases they represent
overgenerations, since they have not been reviewed.
The variations that we can, however, include directly
in our lexicon are those that were reviewed by the
developers of the various vocabularies. These include
irregular variations such as "louse” and "lice", "derma-
titis" and "dermatitides”, and "exanthema" and
"exanthemata".

There is additional lexical information included in
Meta-1 that is of interest for natural language systems.
Some 2,800 terms are marked as acronyms (e.g,
GABA, LAV-HTLV-III, RNA) or as having embed-
ded acronyms (e.g., Amino Acid-Specific tRNA).
Some 1,000 terms are marked as eponyms (e.g,
Charcot’s arthropathy, Barr Bodies, Wallerian Degen-
eration), and another 3,000 are marked as being trade
names (e.g., Adicin, Fanasil, Motrin). The acronyms
are generally linked as synonyms to their fully
expanded forms, and the eponyms and trade names are
also often linked to their non-eponymic forms and gen-
eric forms, respectively. The total number of reviewed
synonyms found in Meta-1 is approximately 15,000.

There are about 17,000 single word Meta-1 reviewed
concepts and about 26,000 reviewed multi-word con-

cepts. The multi-word concepts present an interesting -

challenge. We would like to be able to include all
multi-word concepts in the lexicon so that terms that
are in common use in biomedical writing are available
to the parser, but in some cases the multi-word termi-
nology represented in Meta-1 is such that it would be
unlikely to appear in natural, written text. The issue
here is the following. Multi-word concepts which are
in common use usually represent meanings that are not
the sum of their constituent parts. Thus, even though,
for example, "congestive heart failure” appears to be
transparent in meaning, it has a very specific clinical
meaning. A parsing system should recognize this as a
single lexical item and not attempt to decompose it
further. On the other hand, many of the multi-word
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terms in Meta-1 which are not in common use and,
thus, would not be added directly to the lexicon, do
have constituent parts which would be found in
biomedical texts.

The approach we have taken to the augmentation of
our lexicon is to generate partial lexical templates
based on the information found in Meta-1. These tem-
plates are then reviewed and edited online. For many
multi-word terms this means that they are decomposed
if the entire phrase cannot be found in a medical dic-
tionary. For example, the Meta-1 term "whooping
cough due to bordetella pertussis” is entered as two
lexical items, "whooping cough” and "bordetella per-
tussis”. We have added approximately 7,000 lexical
items from Meta-1 to our lexicon using this method.
We will continue this work, but in the interim, we
intend to use the rest of the terminology (including the
35,000 unreviewed main concepts and their variants)
as a source of partial lexical information. That is, if
the parser lexical look up routines are unable to find an
item in the lexicon, they next look in Meta-1 to see if
the item is there. If so, and if the item is a noun, cer-
tain agreement restrictions are relaxed, and a full parse
can be built.

Biomedical Knowledge

An important component of a natural language under-
standing system is knowledge of the relevant domain.
We originally evaluated the MeSH® structured voca-
bulary as a source of such knowledge for our parsing
system. In order to provide us with a computational
environment for exploring the MeSH structure, we
developed Meshtool, a MeSH browser that runs on the
Sun. It runs in both batch and interactive mode and,
like the rest of the SPECIALIST system, is imple-
mented in Prolog and C. Work on the MeSH file has
led to the development of a suite of C functions for
fast and efficient indexing using the prefix B-tree algo-
rithm. We have built several optimizing features into
this library, including a multi-user environment with
mutually exclusive writes and a dynamic delete capa-
bility. We have profitably used this indexing approach
in many of our applications, including the project lexi-
con.

Recognizing that one of the limitations of the MeSH
vocabulary as a source of domain knowledge was its
lack of explicit relationships between the terms in the
structure, we developed Meshlink, an application to
help domain experts make these relationships explicit.
The domain expert is presented with a child and parent
MeSH pair and is then prompted to choose from the
available set of relationships. Meshlink was first used
on an experimental basis by several visiting medical
students. It was subsequently refined and used by our



UMLS collaborators at the University of Pittsburgh
and Yale to label major portions of the MeSH hierar-
chy for inclusion in Meta-1. Over 9,000 of the approx-
imately 16,000 MeSH terms have been labelled
(including MeSH sub-trees for anatomy, diseases, phy-
siology, genetics, and psychiatry and psychology).

The MeSH vocabulary represents a significant portion
of the Meta-1 terminology. Value has been added to
the vocabulary as it appears in Meta-1 by the addition
of interterm relationships, by linking the vocabulary to
other biomedical nomenclatures such as SNOMED,
ICD, and CPT, and by assigning semantic types to
each of the concepts. In order to make the Meta-1
content accessible to the rest of the SPECIALIST sys-
tem, we have undertaken to develop a browser for
Meta-1 which is similar in functionality to Meshtool.
The browser is implemented in C only and runs on Sun
workstations. In its current form the browser serves as
an online reference tool in the SPECIALIST environ-
ment. We are working on an application that will
allow the parser to reason with the information in
Meta-1 and the Semantic Network. The top-level
menu of the current browser is shown below.

Meta-1 Concept Retrieval System

Concept Name
Concept Definition
Lexical Variants
Lexical Tags
Syntactic Categories
Synonyms
Semantic Types
Related Concepts
Associated Expressions
Contexts
Global Search
Help

. History
Exit

ParrFTrFR O QA0 O

The application allows users (or programs) to search
for Meta-1 terminology, reporting the term and its
source vocabulary; its definition, lexical tags and vari-
ants; its synonyms, semantic types, related terms, other
associated terms, or contexts as specified by the user.
The global search capability allows the user to find all

concepts in Meta-1 with a particular characteristic; -

e.g., all concepts that have a particular semantic type,
or all concepts that are labelled as acronyms, efc.
Sample output for some queries about "Parkinson
disease” is shown below. [QT = Query Term, CN =
Concept Name, SY = Synonym, VOC = Vocabulary,
STY = Semantic Type].
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Query Synonyms {return to quit]: Parkinson disease

QT: Parkinson disease
CN: Parkinson Disease
SY: Shaking palsy
SY: Paralysis Agitans

Query Ancestors [return to quit]: Parkinson disease

QT: Parkinson disease
CN: Parkinson Disease
VOC: MeSH

Diseases (Non MeSH) [C]
Nervous System Diseases [C10]
Central Nervous System Diseases [C10.228]
Brain Diseases [C10.228.140]
Basal Ganglia Diseases [C10.228.140.79]
Parkinson Discase [C10.228.140.79.804]

Query Semantic Types [return to quit]: Parkinson
disease

QT: Parkinson disease
CN: Parkinson Disease
STY: Disease or Syndrome

We have carried out initial tests of the feasibility of
using the UMLS semantic types for expressing selec-
tional restrictions. Selectional restrictions establish
what may sensibly co-occur with an item. For exam-
ple, a verb such as "administer” takes an agent as a
subject and may take a therapeutic substance as one
object and a body region as a second object. This is
illustrated by the following sentence from the test col-
lection: "Nitrogylcerin ointment (12.5 to 50 mg) was
administered in randomized fashion to three skin
sites..." Here the agent is understood (someone); the
therapeutic substance is "nitrogylcerin ointment"; and
the body region is "three skin sites”. The use of selec-
tional restrictions such as these can help reduce the
number of spurious parses that are generated by a
parser that has only grammatical information, and it
can give an indication of the meaning of the major
concepts in a sentence.

We are taking two approaches to our initial investiga-
tions. The first involves an analysis of highly frequent
verbs and their nominalizations as they occur in the
test collection. The sentences containing these verbs
are analyzed and their complements are studied to see
if a match can be made to an existing semantic type.
We have studied approximately thirty verbs to date.
The second approach has involved identifying the
semantic types of all the nouns that are in our current



lexicon and that are also in Meta-1. At last count this
was over 10,000. We have added an additional look
up step to our parser, so that if a semantic type exists
for any of the lexical items in the sentence, it is
reported as part of the final parse. This allows us to
see the semantic types in context as part of our normal
development work. A simple example illustrates. The
sentence parsed is "Penicillin treats endocarditis”.
OPS:  present

VERB: treat

SUBJ: penicillin (sing, (Pharmacologic Substance..))
OBJ: endocarditis (sing, (Disease or Syndrome))

This sentence serves, t0o, to illustrate the kind of
selectional restrictions one would want to establish for
the verb "treat”". This verb generally takes an agent
(either human or pharmacologic) as a subject and a
disorder or individual as an object.

Evaluation

Evaluation is an ongoing concern for us in the
development of the parser. On a regular basis we pro-
duce new "releases” for use by the project group.
With each new release we run a test suite of sentences
against the parser looking for changes and improve-
ments. Occasionally we uncover an error that has
been introduced since the last release, but more often
we see a change in the number or quality of the parses
produced. The lexical information available in Meta-1
has allowed us to add a large number of biomedical
terms to the lexicon in a relatively short time. This
will continue to lead to improvements in the coverage
of the parser. We are hopeful that the use of the
UMLS semantic types in establishing selectional and
other co-occurrence restrictions will improve the pars-
ing capability of the system. The test suite will serve
as our benchmark.

Since a primary goal of our work is to develop
methods for improved access to biomedical informa-
tion, we have, as noted above, implemented a database
retrieval facility as part of the SPECIALIST system.
The purpose of this facility is to allow us to test and
evaluate the role of natural language processing tech-
niques in information retrieval. The current implemen-
tation of the facility allows for Boolean retrieval of
index terms. We are currently designing experiments
that will assess the value of parsing queries and free
text in titles and abstracts compared with standard
retrieval using index terms only. The role of the
UMLS knowledge sources is both indirect (in improv-
ing the overall quality of the parser) and direct (in pro-
viding additional search terminology). After a query
has been parsed, its major noun phrases are identified.
At this point the phrase and any of its grammatical per-
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mutations are added to the list of possible search
terms.

The incorporation of UMLS knowledge in a natural
language processing system serves, t0o, as a test of the
comrectness and adequacy of that knowledge in the
context of a fairly complex application.
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