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Human macrophage inflammatory protein 3� (MIP-3�), also known as CCL20, is a 70-amino-acid chemo-
kine which exclusively binds to chemokine receptor 6. In addition, the protein also has direct antimicrobial,
antifungal, and antiviral activities. The solution structure of MIP-3� was solved by the use of two-dimensional
homonuclear proton nuclear magnetic resonance (NMR). The structure reveals the characteristic chemokine
fold, with three antiparallel � strands followed by a C-terminal � helix. In contrast to the crystal structures
of MIP-3�, the solution structure was found to be monomeric. Another difference between the NMR and crystal
structures lies in the angle of the � helix with respect to the � strands, which measure 69 and �56.5° in the
two structures, respectively. NMR diffusion and pH titration studies revealed a distinct tendency for MIP-3�
to form dimers at neutral pH and monomers at lower pH, dependent on the protonation state of His40.
Molecular dynamics simulations of both the monomeric and the dimeric forms of MIP-3� supported the notion
that the chemokine undergoes a change in helix angle upon dimerization and also highlighted the important
hydrophobic and hydrogen bonding contacts made by His40 in the dimer interface. Moreover, a constrained
N terminus and a smaller binding groove were observed in dimeric MIP-3� simulations, which could explain
why monomeric MIP-3� may be more adept at receptor binding and activation. The solution structure of a
synthetic peptide consisting of the last 20 residues of MIP-3� displayed a highly amphipathic � helix,
reminiscent of various antimicrobial peptides. Antimicrobial assays with this peptide revealed strong and
moderate bactericidal activities against Escherichia coli and Staphylococcus aureus, respectively. This confirms
that the C-terminal �-helical region of MIP-3� plays a significant part in its broad anti-infective activity.

Chemokines are chemotactic cytokines which are small, pos-
itively charged proteins that regulate immune responses. They
are involved in a number of biological processes, including
trafficking of various subpopulations of leukocytes (15). They
are released at sites of inflammation and form a chemotactic
gradient that leukocytes, which possess the corresponding re-
ceptor, can recognize and follow. In humans, the chemokine
family is comprised of approximately 46 members which inter-
act with about 20 different G-protein coupled receptors ex-
pressed on chemokine target cells (78). Interactions with re-
ceptors are thought to take place in a two-step process (7).
First, the region between two conserved N-terminal cysteines
and the first � strand of the chemokine, called the N loop,
contacts the N-terminal region and other extracellular domains
on the receptor. Collectively, this is known as the binding
groove, which forms a pocket with part of � strand 3. This is
followed by an interaction between the helical center of the
receptor with the extreme N-terminal flexible region of the
chemokine to activate the receptor (1, 7). Chemokines may

form homodimers under various conditions; however, it has
been shown that the monomeric form is fully functional and
usually binds to receptors more strongly (1, 28, 43, 58). The
role and function of chemokine dimers are unclear and are still
the topic of much debate and research (3, 17, 62). It has been
shown that chemokines can dimerize when they bind to cell
surface glycosaminoglycans (GAGs), which increases the local
concentration of chemokines and is thought to contribute to
cell migration (26).

Human macrophage inflammatory protein 3� (MIP-3�) is a
70-amino-acid, 8-kDa protein of the CC chemokine family that
contains two disulfide bonds. The protein is also known as
CCL20 or LARC (liver and activation-regulated chemokine).
MIP-3� has been linked to a variety of diseases, including
cancer (38), rheumatoid arthritis (64), and diseased periodon-
tal tissues (29). It attracts memory T cells and natural killer
cells to sites of inflammation, as well as immature dendritic
cells (12). CC chemokine receptor 6 (CCR6) is the only recep-
tor for MIP-3� and, in turn, is bound only by this chemokine
(46). In contrast, most chemokines and their receptors are
quite promiscuous and usually bind to a variety of partners (1).
Although not members of the chemokine family, human �-de-
fensins 1, 2, and 3 (HBD1 to HBD3, respectively) have been
shown to bind to and activate CCR6, in addition to MIP-3�,
and are capable of inducing chemotaxis (74, 77). This role
reversal appears in the opposite direction, too, as MIP-3� and
many other chemokines have pronounced antimicrobial activ-
ity (9, 76). In fact, it was shown that MIP-3� possesses higher
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antimicrobial activity than HBD1 and HBD2 against Esche-
richia coli ATCC 25922 and Staphylococcus aureus ATCC
29213 (27). Thereby, MIP-3� presents an interesting link be-
tween the adaptive and innate immune responses in humans.
Moreover, it has been shown that several chemokines, includ-
ing MIP-3�, can also have direct antiviral (37, 56) and anti-
fungal (76) activities. It was shown recently that a 12-residue
peptide from the C terminus of MIP-3� possesses antimicro-
bial activity (23). In addition, another chemokine, interleukin-8
(IL-8/CXCL8), is not antimicrobial itself, but a peptide corre-
sponding to its C-terminal �-helical region is in fact bacteri-
cidal (6). This raises the question of whether the bulk of the
anti-infective properties of MIP-3� can be linked to its highly
cationic C-terminal � helix.

Here we present the three-dimensional solution structure of
human MIP-3� as determined by two-dimensional homo-
nuclear proton nuclear magnetic resonance (NMR). In addi-
tion, NMR diffusion studies and multiple molecular dynamics
(MD) simulations were performed to investigate the structural
and potentially functional changes upon MIP-3� dimerization.
Finally, we elucidated the solution structure of a peptide cor-
responding to the 20-most C-terminal amino acids of MIP-3�
and report on its antibacterial activity.

MATERIALS AND METHODS

Materials. MIP-3� was obtained from Peprotech (Rocky Hill, NJ) and was
further purified by high-pressure liquid chromatography (HPLC). The protein
showed one band during mass spectrometry, isoelectric focusing, and gel elec-
trophoresis experiments. A peptide corresponding to the 20 C-terminal residues
of MIP-3� was synthesized by 21st Century Biochemicals (Marlboro, MA) and
was shown to be �95% pure by HPLC and mass spectrometry (see Fig. 1B for
the sequence).

NMR spectroscopy. Approximately 2 mg of purified MIP-3� was dissolved in
500 �l of 90:10 H2O-D2O. The solution was unbuffered and was adjusted to a pH
of 4.2. To determine the protein concentration, the UV absorbance was mea-
sured in solution at 280 nm by using an extinction coefficient of 8,490 M�1 cm�1,
as determined by ProtParam (19). The concentration was found to be 0.87 mM.
The two-dimensional nuclear Overhauser effect (NOE) spectroscopy (NOESY),
total correlation spectroscopy (TOCSY), and double quantum filtered correla-
tion spectroscopy (DQF-COSY) spectra for the full-length protein were ac-
quired on both Bruker Avance 500- and 700-MHz spectrometers at 25°C. The
Bruker Avance 500-MHz spectrometer was equipped with a 5-mm TXI cryo-
probe with a z gradient. The 700-MHz spectrometer was equipped with a 5-mm
TBI triple-axis-gradient probe. The mixing times for the full-length chemokine
were 250 ms and 120 ms for the NOESY and TOCSY experiments, respectively,
and in both experiments 2048 � 600 complex data points were acquired in the F2

and F1 dimensions. The spectral sweep widths were 12 ppm. The DQF-COSY
spectrum was acquired with 4096 � 512 complex data points. The spectral sweep
widths were 12 ppm. The peptide sample was prepared by dissolving it in 90:10
H2O-D2O and adding d25-sodium dodecyl sulfate (SDS) to a final concentration
of 100 mM and pH 4.2. The concentration was established to be 2.3 mM by the
use of the UV absorbance at 280 nm and an extinction coefficient of 6,990 M�1

cm�1, as determined by ProtParam (19). A simple aqueous solvent was not used
for the MIP-3� peptide because circular dichroism experiments showed the
absence of structure in aqueous solution (see Fig. S1 in the supplemental ma-
terial). For the MIP-3� peptide, all spectra were collected on the 700-MHz
spectrometer. The NOESY spectrum was collected with 4096 � 400 complex
data points and a 120-ms mixing time, while the TOCSY spectrum (mixing time,
100 ms) had 4096 � 320 complex data points and the DQF-COSY spectrum was
composed of 4096 � 250 complex data points. Solvent suppression was achieved
by excitation sculpting (32). All spectra were referenced internally against a
dimethyl silapentane sulfonate standard.

To investigate the relative rate of amide proton exchange, the lyophilized
intact protein was redissolved in 99.9% D2O and a two-dimensional TOCSY
spectrum was acquired in 1 h immediately after the protein was redissolved. To
obtain the true intensity of correlations around the residual solvent peak, two-
dimensional TOCSY and NOESY spectra were collected at both field strengths

with the protein dissolved in D2O and with no solvent suppression. The data
were processed with NMRPipe (version 3.4) software (11). The two-dimensional
spectra were zero filled once in each dimension and multiplied by a shifted
sine-bell squared function before Fourier transformation.

Structure calculations. The two-dimensional spectra were analyzed by NMRView
(version 5.0.4) software (34). The assignment of proton chemical shifts and spin
systems was done by well-established, standard methods (75). Very broad 	
dihedral angles were used to restrain the angles to the favorable regions of the
Ramachandran space, with the exception of those for glycines and prolines. In
the peptide, 	 and 
 dihedral restraints were loosely constrained to the helical
portion of the Ramachandran spectrum, based on �-H chemical-shift index
values (73). Structure calculations were performed by using the program CNS
(version 1.1) (8) within the ARIA (version 1.2) package (with diffusion aniso-
tropy) (48, 57). The CNS program uses both MD and a simulated annealing
protocol to create structures of the lowest energy with the fewest constraint
violations possible. Default ARIA program parameters were used in all runs
except the final run, where the number of structures calculated in the seventh and
eighth iterations were increased to 40 and 100 structures, respectively, and to 40
and 150 structures, respectively, for the peptide. In addition, the 20 lowest-
energy structures were kept in the final iteration for statistical analysis, and 35
structures were created with water refinement for the intact protein. The struc-
tures calculated were visualized by using MOLMOL (version 2k.1) (39) and were
analyzed by using PROCHECK (version 3.2) (42).

pH titrations and NMR diffusion. The pH titration studies were carried out
with the MIP-3� protein dissolved in D2O as described above. One-dimensional
spectra were acquired on a Bruker Avance 700-MHz spectrometer at 25°C with
32,000 data points and 400 scans. The pH was adjusted in small increments from
pH 7.0 down to pH 4.4 by using dilute DCl. The pH was measured immediately
before and after NMR experiments and was not adjusted for the deuterium
isotope effect.

FIG. 1. Number of NOEs per residue and RMSD plot for the
MIP-3� protein (A) and its 20-residue C-terminal peptide (B). Intra-
residue (dotted bars), sequential (zigzagged bars), medium-range
(striped bars), and long-range (white bars) NOEs are shown. The lines
represent the RMSDs per residue for the 20 lowest-energy structures.
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For the diffusion experiments, the protein was lyophilized and redissolved in
D2O. The sample was monitored in relation to an internal dioxane reference.
The dioxane was prepared as a 1% solution in D2O, of which approximately 5 �l
was added to provide an internal standard. The results of pulsed-field-gradient
diffusion experiments were collected by use of the PG-SLED sequence (54). The
data were acquired on the 700-MHz spectrometer by collecting 56 scans of
16,000 data points at each gradient amplitude and incrementing the gradient
strength in 64 steps from 1.25% to 80% of the maximum output of the linear
gradient amplifier. Fourier transformation and data analysis were performed by
use of the Bruker XWINNMR software package (version 3.0). Calculations of
theoretical hydrodynamic radii (RH) were performed by using the empirical
equation for folded proteins, (4.75 � 1.11) � 0.29N � 0.02, where N is the number
of residues (72). The experimental RH of MIP-3� was calculated according to the
relationship (Dref/Dprotein) � RH(ref), where RH(ref) is the hydrodynamic radius of
dioxane and D is the measured diffusion coefficient of MIP-3� or dioxane (35).
The effective hydrodynamic radius of dioxane was taken to be 2.12 Å (35).

MD simulations. One MD simulation was conducted with the MIP-3� dimer,
obtained from the crystal dimer structure of MIP-3� with accession code 1M8A
(27). Three MD simulations were set up for monomeric MIP-3�: one for the
NMR solution structure and one each for the monomeric components of the
MIP-3� crystal dimer. From here on, dimA and dimB refer to monomer A and
monomer B in the dimer simulation, respectively, while monA and monB refer
to the same proteins but in their simulations as monomers. Because the X-ray
structure contained the coordinates only for residues 5 to 65, the N and C termini
were added to the pdb file in a solvent-exposed orientation by using
MOLMOL (39). The protein structures were inserted into a rhombic dodeca-
hedron box fully solvated with simple-point-charge water. The overall charge in
the simulation box was neutralized by introducing chloride ions, resulting in
concentrations between 40 and 120 mM. The simulation boxes measured ap-
proximately 8 by 8 by 5 nm and contained between 8,000 and 12,000 water
molecules.

All MD simulations were conducted with version 3.2.1 of the GROMACS
program (5, 47) with the GROMOS96 (version 43a2) force field (67). The
neighbor search was conducted by the grid method, with the neighbor list up-
dated every three steps and a neighbor list cutoff of 0.9 nm. All MD simulations
were carried out by using periodic boundary conditions. Constant temperature
and pressure were maintained by using the Berendsen algorithm (4). The tem-
perature was held at 300 K, with a �T  0.1 ps. The pressure was kept at 1 bar
with isotropic temperature coupling and with a coupling constant �P  1.0 ps and
compressibility of 4.5 � 10�5 bar�1. Bond lengths were restrained using the
LINCS method (24). Coulomb energies were calculated according to fast-parti-
cle-mesh Ewald electrostatics (10) with a coulomb cutoff of 0.9 nm. Van der
Waals energies were collected with a twin range cutoff of 0.9/1.4 nm. To allow for
a 5-fs time step, fast motions were removed by treating certain hydrogen atoms
as dummy hydrogens (16). The simulation was conducted for 10 million steps,
amounting to 50 ns of simulation time for each MD simulation.

Antibacterial assays. The MICs and minimal bactericidal concentrations
(MBCs) were determined for the MIP-3� C-terminal peptide. E. coli ATCC
25922 and S. aureus ATCC 25923 strains were grown in Bacto Peptone medium
and were diluted to 2 � 106 CFU/ml in 96-well plates. The bacteria were exposed
to various peptide concentrations, and the cell turbidity was monitored by use of
the absorbance at 540 nm. MBCs were obtained by pipetting an overnight culture
on paper disk antibiotic sensitivity medium II and further incubation. This
procedure has previously been described in detail (69).

In a second assay, the MBCs were established for S. aureus 42D and E. coli
ML35. Bacterial suspensions of 2 �l at 107 CFU/ml were suspended in 80 �l of
10 mM phosphate buffer, pH 7.0, supplemented with 1% (vol/vol) tryptic soy
broth. This solution was incubated with the MIP-3� peptide in a total volume of
200 �l. Aliquots of 10 �l and 20 �l were then placed on blood agar plates at 0
and 2 h after incubation at 37°C under agitation. The concentration of peptide
that killed �99.9% of the inoculum at 2 h after incubation is the MBC.

Protein Data Bank accession numbers. The atomic coordinates for the human
MIP-3� protein have been deposited in the Protein Data Bank (access code
2jyo), Research Collaboratory for Structural Bioinformatics, Rutgers University,
New Brunswick, NJ. The chemical shifts and table of assignments have been
deposited in the BioMagResBank (University of Wisconsin—Madison) under
access code 15596.

RESULTS

NMR assignments. The two-dimensional NOESY spectrum
of MIP-3� displayed excellent chemical shift dispersion for a

protein of 70 amino acids due to the presence of both �-helical
and �-sheet segments. Although there was some peak overlap
in the spectra of the peptide in SDS micelles due to broad line
widths, the resolution was sufficient for peak assignment (see
Fig. S2 in the supplemental material). The TOCSY and COSY
spectra yielded largely conclusive spin system assignments for
both the intact chemokine and the MIP-3� peptide, allowing a
nearly complete determination of the proton chemical shift. In
the full-length protein, residues 1 and 69 could not be specif-
ically assigned in the D2O data due to similar �- and �-proton
shifts. The TOCSY spectrum acquired during D2O exchange
showed 26 amide protons that exchanged slowly in MIP-3�.
Slow exchange occurs with amide protons that are either in-
volved in hydrogen bonding and/or not readily accessible to
bulk solvent.

Structure calculations. No NOEs that would result from
intermonomer contacts (e.g., from residue 21 of one monomer
to residue 25 of the adjacent monomer across the dimer inter-
face, as seen in the crystal structures) were found in the
MIP-3� NOESY spectrum, indicating the presence of a mono-
mer under our experimental conditions. Therefore, all
NOESY cross peaks were used for monomer structure deter-
mination. The NOEs were well distributed over the entire
protein sequence, adding up to �2,200 NOEs obtained from
the H2O and the D2O NOESY spectra for the intact protein.
By using a structure consistent with the initial NOE constraint
information, hydrogen bond and broad dihedral angle infor-
mation was added to the ARIA calculations. Lastly, additional
distance information from the D2O NOESY experiment was
incorporated. The MIP-3� peptide structure was determined
in a similar manner, although no hydrogen bonding restraints
were used and dihedral restraints were based on the �-H
chemical-shift index. A summary of the number of NOEs used
and structural statistics are provided in Fig. 1 (see also Table
S1 in the supplemental material).

Solution NMR structure of MIP-3�. A backbone overlay of
the 20 lowest-energy structures is provided in Fig. 2B. The 20
lowest-energy structures of MIP-3� show a short 310 helix
followed by three � strands running in an antiparallel fashion
and a C-terminal � helix (Fig. 2A). This secondary structure
pattern is similar to that observed in other chemokines (36,
51). The N-terminal region is largely flexible, constrained
mainly by the two disulfide bonds connecting the N-terminal
region with the �-sheet portion of the protein (Fig. 1A and
2A). The arrangement of disulfide bonds was supported by
NOEs found in the NOESY spectrum. The amide group of
Cys6 shows strong correlations to both the � and � hydrogens
of Cys32. The disulfide bonds are followed by a random coil
and a short 310 helix, which leads into the first � strand. The
three antiparallel � strands run from residues 20 to 26 (�1), 36
to 41 (�2), and 46 to 49 (�3), separated by the 30s and 40s
loops (Fig. 2A). The �1 strand contains a � bulge at residues
20 and 21. The 30s loop (residues 27 to 35) bends back onto the
� sheet and is quite flexible (Fig. 2B). The 40s loop displays
less variability and is much shorter (residues 42 to 44) and
therefore lies largely in plane with the � sheet. The � helix
extends from residues 54 to 63 and is present in all of the
lowest-energy structures, and it displays interactions typical for
a helical segment (see Fig. S3A in the supplemental material).
The remaining residues (residues 65 to 70) are disordered,
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similar to the most N-terminal residues. The root mean square
deviation (RMSD) for the backbone atoms over the well-de-
fined region of the protein (residues 6 to 65) is 0.49 Å. Further
structural statistics are given in Table S1 in the supplemental
material.

Solution NMR structure of the MIP-3� peptide. The
MIP-3� peptide, which consists of the 20-most C-terminal res-
idues in the chemokine, consistently folds into a partial �-he-
lical conformation (Fig. 2C). The NOESY spectrum displays
most of the medium-range NOE interactions classically asso-
ciated with an � helix (see Fig. S3B in the supplemental ma-
terial). Looking at the 20 lowest-energy structures, the � helix
can be seen to span almost the entire sequence of the peptide,
although only in portions in the individual structures. The �
helix is also seen over residues 4 to 13, which corresponds to
the residues in a helical conformation in the intact protein (i.e.,
residues 54 to 63). The RMSD of the �-helical region in the
intact protein compared to that of the �-helical region in the
peptide is 0.587 Å over the backbone atoms. The last five
residues in the peptide show the largest degree of variation,
although they are predominantly in a helical arrangement (Fig.
1B and 2D). There are only a few observable NOEs for Ser14,
which disconnects the C-terminal end from the rest of the

peptide, giving rise to more variation in that region (Fig. 1B).
The side chains in the structured region covering residues 2 to
18 show a clear separation between hydrophobic and polar/
charged residues (Fig. 2D). The separation is emphasized by
the core hydrophobic residues, consisting of Trp5, Val6, Ile9,
Val10, Leu12, and Leu13, which are oriented similarly in intact
MIP-3�. This is also reflected in the electrostatic surface plot,
which shows a distinct separation of the hydrophobic core away
from charged residues (see Fig. 4A in the supplemental mate-
rial). As observed for the intact protein, the backbone dihedral
angles of the ensemble of peptide structures predominantly fall
into the most favored region of the Ramachandran plot, which
is shown along with other structural statistics in Table S1 in the
supplemental material.

Antibacterial activity of the MIP-3� peptide. Like the C-
terminal region of IL-8, the final helical region of MIP-3�
possesses a large number of cationic charges and forms an
amphipathic � helix in solution, similar to many well-known
antimicrobial peptides (AMPs). Furthermore, intact MIP-3�
has been shown to possess potent antimicrobial activity (27,
76). To evaluate what role the C-terminal � helix plays in
MIP-3�’s anti-infective properties and to see whether it can act
as an AMP on its own, the peptide was synthesized and eval-

FIG. 2. (A) Stereo ribbon diagram of the water-refined, lowest-energy structure of MIP-3�. The two disulfide bonds are represented in yellow,
and the N and the C termini are labeled. (B) Stereo diagram showing an overlay of the protein backbone of the 20 lowest-energy structures. The
structures were superimposed over the backbone atoms of residues 6 to 65 and are shown in the same orientation as the stereo ribbon diagrams
in panel A. The two termini and the 30s loop (on right-hand side) display the largest amount of disorder. (C) Ribbon diagram of the lowest-energy
structure of the MIP-3� C-terminal peptide. (D) Representation of the 20 lowest-energy conformers of the MIP-3� peptide fit to the backbone
atoms of residues 4 to 18. The central region is well defined, while the termini are more disordered. Hydrophobic residues Trp, Val, Ile, and Leu
(highlighted in blue) assemble on one side of the peptide to form its hydrophobic face. The figure was prepared with the MOLMOL program (39).
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uated for its activity against E. coli and S. aureus by two sep-
arate methods. The data indicate that the MIP-3� peptide
possesses significant bactericidal activity (Table 1). These val-
ues for antibacterial activity lie within the same range and,
particularly against E. coli, exceed the values for the activities
of other AMPs evaluated under the same conditions (Table 1)
(66, 68, 69).

NMR diffusion and pH titrations. NMR diffusion studies
were conducted on the 700-MHz spectrometer by using diox-
ane as an internal standard (35). Various groups have recently
employed this method to study protein hydrodynamic radii (20,
31, 63). It has also been used successfully to study the dimer-
ization of the chemokine stromal cell-derived factor 1 (SDF1/
CXCL12) (71). The diffusion results for MIP-3� over a variety
of pH values are presented in Fig. 3. The theoretical hydrody-
namic radii for spherical proteins similar in size to monomeric
and dimeric MIP-3� are 16.3 Å and 19.9 Å, respectively (72).
According to these standards, the protein moves from a mo-
nomeric state at lower pHs to a dimeric form at higher pHs.
The hydrodynamic radii indicate the presence of monomers at
pH 3.5 and 4.6 (16.1 and 16.3 Å, respectively), a transitional or
mixed species at pH 6.0 (18.6 Å), and finally, dimers at pH 7.0
and 7.5 (20.1 Å). These results suggest that titration of a group
with a pKa of �6.5 governs the equilibrium, and this group is
likely a His side chain. Hence, we performed pH titration
experiments with intact MIP-3�. The chemical shift of the Hε1

proton on His40 was monitored from pH 4.4 to 7.1, moving
from 8.8 ppm at pH 4.4 to 7.6 ppm at pH 7.1, which represents
the change in the protonation state of the His40 side chain
(Fig. 3). The inflection point of the His40 pH titration curve
clearly corresponds to the transition point from the monomeric
to the dimeric form of MIP-3� (Fig. 3).

MD simulations of MIP-3�. To date only very few MD
simulations of chemokine proteins have been reported, and
most of these were relatively short, up to a few nanoseconds.
Recently, Cui and colleagues have performed longer simula-
tions of the chemokine lymphotactin; however, these were
predominantly used to study salt-protein association effects
(18, 49). All of our simulations with MIP-3� were conducted
for 50 ns in an explicit solvent. In each of the simulations, the
protein secondary structure was preserved and the protein ran

stably without any unfolding. Relative to their starting struc-
tures, the RMSD values steadily increased over a period of
approximately 20 ns, after which they leveled out from 0.30 to
0.35 nm, which is normal behavior for proteins (see Fig. S5 in
the supplemental material). Because the RMSD values took a
significant amount of simulation time to stabilize, certain plots
and analyses are presented only for the last 30 ns. A partial
movement of the C-terminal-most residues from a solvent-
exposed state to a buried conformation underneath the � sheet
is seen in all of the monomeric MIP-3� simulations. The tran-
sition of the C-terminal region does not appear to have any
effect on the rest of the protein, as there are no other move-
ments associated with this transition.

The root mean square fluctuations (RMSFs) of the MIP-3�
simulations are lower in the dimeric simulations throughout
the protein. The largest fluctuations are seen in the termini as
well as in the 30s and 40s loops (Fig. 4). This behavior parallels
that determined from the RMSD values obtained from the

FIG. 3. NMR diffusion and pH titration results. The chemical shifts
of the Hε1 proton on His40 decrease distinctively at higher pH values
(triangles). This matches the increase in the hydrodynamic radius (Å)
obtained from the NMR diffusion experiment (diamonds), and the pH
of the transition is in excellent agreement for both experiments. The
dotted lines represent the theoretical hydrodynamic radii of com-
pletely monomeric (bottom) and completely dimeric (top) MIP-3�.

TABLE 1. Antibacterial activities of MIP-3�, its C-terminal peptide, and other antimicrobial peptides determined by various methods

Peptide or protein

E. coli S. aureus

Reference(s)MIC
(�g/ml)

MBC
(�g/ml)

LD50
d

(�g/ml)
LD90

(�g/ml)
Lethal concn

(�g/ml) MIC (�g/ml) MBC
(�g/ml)

LD50
(�g/ml)

LD90
(�g/ml)

MIP-3� peptide51–70
a 12.5 15.0, �1.1b 63.0 63.0, 4.7b

MIP-3� proteinb 0.07–0.53c 0.3 0.3 10–40c 23, 27, 76
MIP-3�59–70

b 3.2 23

Bovine lactoferricina 50 100 69
Indolicidina 20 20 10 10 66
Magainin 2a 20 �100 68
Tritrpticina 20 20 10–20 20 66

IL-8 peptide53–72 147.4c 6

a Determined by a microdilution assay.
b Determined by a colony count assay conducted under low-salt conditions and with 10 mM potassium phosphate, which commonly yield higher activity values.
c Some of these numbers had to be interpolated from figures.
d LD50, 50% lethal dose.
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NMR structures (Fig. 1). The fluctuations of the N-terminal
end are not elevated in all the trajectories; in particular, the
dimA and dimB trajectories show very little N-terminal fluc-
tuations, whereas the monomeric simulations all show elevated
fluctuations at the N terminus. Reduced fluctuations of the N
termini in the dimer can be attributed to stabilizing dimer con-
tacts, which also drastically reduce fluctuations in other regions of
the dimer interface. For example, residues such as Arg25 in the
�1 strand display markedly dampened fluctuations compared to
those in the MIP-3� monomer simulations due to hydrogen
bonding and decreased solvent exposure (Fig. 4B).

MD simulations: monomer versus dimer simulations. Sub-
stantial interactions between the N terminus and the 30s loop
of the same monomer of MIP-3� are seen in the simulations;
this would not be expected from the high-resolution structures,
as increased flexibility is observed in these regions. The far
N-terminal region interacts and remains close to the 30s loop
of MIP-3� in both the dimer proteins and also in the monA
trajectory. The association between these regions of MIP-3�
does not appear to be random, since many similar contacts are
observed in the three trajectories (i.e., dimA, dimB, and
monA). In particular, hydrogen bonding between the back-
bone NHs of Asn3 and Phe4 and the carbonyl oxygen of Gly31
are crucial for the continued association of the N terminus with
the 30s loop and are exclusively seen when these regions as-
sociate. In each simulation the N terminus sits on top of the 30s
loop in the same manner, with the loop bent toward the face of

the � sheet. On average, a total of four hydrogen bonds are
formed between the N terminus and the 30s loop to maintain
a stable interaction. Although these regions associate in the
monA trajectory as well, the behavior of the protein in these
parts is not entirely the same. Both the backbone and the side
chain fluctuations are much higher in the monA simulation
than in the dimer simulation; specifically, the side chain of
Phe4 shows only small fluctuations around 1.0 Å in the dimer
simulation, while its fluctuations in the monomer simulations
are significantly elevated throughout, ranging from 4.0 to 5.8 Å
(Fig. 4B). Phe4 is held in place in the MIP-3� dimer through
intermonomer contacts, thereby burying the hydrophobic Phe
side chain (Fig. 5A). The solvent-accessible surface area
(SASA) of Phe4 increases from below 25 Å2 in the dimer
simulation to at least 68 Å2 in the monomer simulations. In the
crystal dimer structures of MIP-3�, His40 forms an intramono-
mer hydrogen bond with Thr24 on the upper face of the �
sheet (27, 50). These interactions are seen in the dimer simu-
lation as well and involve the side chain of Phe4 (Fig. 5A). At
the beginning of the trajectory, the two His40 residues form
hydrogen bonds with Thr24 in their respective monomers. As
the simulation progresses, the His40 of dimA flips and thereby
switches from interacting with the Thr24 of its own monomer
to interacting with the Phe4 of dimB, forming close hydropho-
bic interactions (Fig. 5A). At the same time, His40 in dimB
does not change its orientation but instead interacts with the
Thr24 side chains of both proteins in the dimer. Therefore,
His40 can stabilize the dimer conformation in two ways, both
from the intermonomer hydrogen bonding with Thr24 and
from hydrophobic interactions with Phe4.

In the crystal dimer structure of MIP-3� used for the simu-
lation, the distance between the 30s loop from one monomer
and the 40s loop of the other is between 12.5 and 12.9 Å (i.e.,
the distance between C� residues 31 and 43). These distances
decrease significantly to averages of 7.1 and 6.5 Å, respectively,
as the simulation progresses, bringing the two loops much
closer together than they are in the crystal structure (Fig. 5B).
The 30s loop moves into the gap between the two monomers,
along with the N terminus, which sits on top of the 30s loop,
approaching the 40s loop of the other monomer. As a conse-
quence, Lys42, which is located in the 40s loop of MIP-3�, is
highly constrained in the dimer simulation, while it is flexible in
the monomer simulations (side chain RMSFs, 19.5 and 43.1 Å,
respectively; Fig. 4B). Interestingly, of the three consecutive
Lys residues in the residues 40s loop, Lys42 is the only one with
restricted side chain fluctuations and a decreased SASA in the
dimer simulation (Fig. 4B). The intermonomer interactions of
Lys42 involve the formation of a salt bridge between its side
chain and Glu30 in the other monomer, which holds the Lys42
side chain in place (Fig. 5B). The simulation thereby repro-
duces what is also seen in the crystal dimer structures. In both
the 2HCI monomers and in one of the 1M8A monomers, the
same salt bridge is observed, with distances of about 3 Å in
these structures.

The size of the binding groove in MIP-3� has previously
been implicated as an important factor in receptor binding and
can be measured by various C� distances spanning across the
cavity (27, 59). For example, the distance between the C�s of
Leu15 and Lys43 consistently produces larger values in the
monomeric MIP-3� simulations than in the dimeric simula-

FIG. 4. RMSF plots of the MIP-3� MD simulations shown for each
residue. (A) Backbone RMSF plots for each MIP-3� monomer. Notice
the elevated backbone fluctuations of the monomeric simulations (dot-
ted lines) throughout the protein compared to the fluctuations of the
dimer simulation (solid lines). �, plot from the simulation conducted
with the NMR solution structure. (B) Side chain RMSF plots averaged
over the last 30 ns of the monomer (empty bars) and dimer (filled bars)
simulations. The far N-terminal residues most noticeably display the
largest decreases in fluctuations between the monomeric and the di-
meric MIP-3� simulations. The side chain fluctuations of Phe4, Arg25,
and Lys42 are marked a, b, and c, respectively.
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tions. The width of the groove measures, on average, 12.1 Å in
the dimer simulations and 13.8 Å in the monomer simulations
(Fig. 5C). This discrepancy between the monomeric and di-
meric forms of MIP-3� are observed throughout the binding
groove, as the measurements of different residues along the
groove yield similar results. Another key difference in the be-
haviors of monomeric and dimeric MIP-3� is seen in the mo-
tions of the C-terminal � helix. Similar to the rest of the
protein, the � helix is much more stable and is constrained in
the protein dimer, whereas greater movement is seen in the
MIP-3� monomers. The orientation of the � helix was mea-
sured using MOLMOL (39) and is defined as the angle be-
tween the axis of the � helix and the axis along the length of the
first two � strands. The simulations of MIP-3� in the mono-
meric conformation produce larger angles than the simulations
of MIP-3� in the dimeric conformation. Over the last 30 ns of
the trajectory, the average angle of the monomer simulations
measures 71°, or about 10° higher than what is seen in the
dimer simulation, with an average angle of 61°. Although the
angles in the crystal structures are observed to be slightly lower
(54 � 2.4°), the angles of the monomeric simulations are in
excellent agreement with the angles derived from our NMR
solution structure (68 � 2.6°) (Fig. 6A). Further evidence to
support a difference in helix angles between monomeric and
dimeric MIP-3� was obtained from the monA and monB sim-
ulations. These simulations, based on the individual monomers
of 1M8A in the crystal dimer, showed a clear increase in the
helix angle as the simulation progresses (Fig. 6B). Although
there was considerable variability in the helix angles for all
simulations throughout the trajectories, an obvious trend was
visible. Both of the proteins start off with small helix angles, as
defined by the starting crystal dimer structure, and subse-
quently, the helices reorient themselves during the simulation
to a more orthogonal position (Fig. 6B). This is similar to what
is seen in the monomeric human and murine MIP-3� NMR
structures. Since both the monA and the monB trajectories
show this progression, it is likely that the helix is in fact held in
a different conformation due to chemokine dimerization.

DISCUSSION

Effect of His40 on dimerization. Considering the presence of
monomers at concentrations as high as 10�4 to 10�3 M, as is
the case during NMR data collection, it may not seem reason-
able to consider the possibility that dimers readily exist in vivo.
However, it has been reported that pH as well as other factors
can have significant effects on chemokine dimer formation,
showing that under the right physiological conditions MIP-3�
can indeed form dimers (3, 27, 71). Our NMR diffusion results
support the existence of a changing monomer-dimer equilib-
rium with a change in pH. Under acidic conditions, the protein
is present as a monomer, whereas at higher pHs, close to pH
7.0, the protein clearly appears to dimerize. This suggests that
a His side chain may play a key role in the dimerization, and in
both crystal dimer structures of human MIP-3�, the two His40
residues face each other directly across the dimer interface on
top of the � sheet. The only other His residue in MIP-3�,
His16, faces away from the dimer interface and is therefore not
likely to be implicated in dimer formation. pH titrations for
monitoring of the protonation state of Hε1 on His40 were

FIG. 5. (A) Close-up view of the dimer interface and the key interactions
observed during the MD simulation. His40 residues interact with each other
and participate in hydrogen bonding with Thr24. The His40 of one monomer
is shown in two orientations (arrow), as it is observed during the simulation to
flip from interacting with Thr24 to interacting with Phe4 of the adjacent
monomer. (B) Another view of the dimer interface and, more specifically, the
gap between the 30s and 40s loops of adjacent monomers. During the sim-
ulation, the 40s loop moves to close the gap to the 30s loop, as indicated by
the red arrow. During this process a salt bridge forms between the side chains
of Lys42 and Glu30, as shown by the distance plot (see the inset). (C) Average
binding groove size measured between the C�s of Leu15 and Lys43 in the
monomeric (gray) and dimeric (black) MD simulations. After initial equili-
bration, the binding groove is consistently larger in the monomer simulations
than in the dimer simulations. Panels A and B were prepared with the VMD
program (30).
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conducted to evaluate its importance in protein dimerization.
The unique chemical shifts of the His ring protons have made
them attractive as a test subject in similar titration experiments
(52, 70). The results of the pH titrations show that the His40

pKa matches well with the diffusion data, as the neutralization
of the His40 side chain corresponds to the dimerization event
according to the NMR diffusion results (Fig. 3). A study of
SDF1 illustrates this concept as well by highlighting the impor-
tance of a His residue in the �1 strand on its dimerization (71).
The results from our MD simulations further implicate His40
as an important determinant for protein dimerization.
Throughout the dimer simulation, the side chain of His40
forms hydrophobic and hydrogen bonding contacts both intra-
and intermolecularly, thereby stabilizing the dimeric form of
MIP-3� (Fig. 5A). At pHs below the pKa of His40, its side
chain is protonated and therefore carries a positive charge.
This causes electrostatic repulsion between the two charged
His40 side chains, which would prevent them from remaining
in close proximity to each other. It is thus highly likely that the
dimerization of MIP-3� is mostly dependent on the protona-
tion state of His40. In murine MIP-3� the same His residue is
present, and pH-dependent dimerization has also been docu-
mented, making it possible that this same mechanism governs
its dimerization process (59).

Monomer-dimer properties. The most pronounced struc-
tural difference between the four available MIP-3� structures
is the position of the C-terminal � helix relative to that of the
� sheet. The murine MIP-3� structure reported the helix to be
more orthogonal to the core � strands, measuring about 76 �
2.0° (59), while in the human crystal structures, the helix lies at
a lower angle, between 51 and 57° (27, 50). In our NMR
solution structure, the helix is at an intermediate angle relative
to the � strands at 69 � 3°. In addition, our � helix is less
curved than the helix in the murine structure, similar to what is
seen in the crystal dimer. Other variations between the mono-
meric murine and human NMR structures of MIP-3� are seen
in the 30s and 40s loops, as well as the N-terminal region (see
Fig. S6 in the supplemental material). These parts were also
identified in a comparison of the murine MIP-3� crystal struc-
ture and the human crystal structure and largely fall on the
flexible regions of the protein (27). The origins of these dif-
ferences are difficult to identify, but similar to other changes
that have been observed, they may simply stem from species-
specific amino acid sequences. In the dimeric crystal structure,
the monomers align antiparallel along the first � strand to form
a six-stranded � sheet with the � helices stacked close to each
other underneath. Although the � helix is unlikely to affect
receptor binding since it is thought to face away from the
receptor (1), its positioning is crucial when an attempt to form
a dimer is made. If the helices lie too perpendicular to the �
sheet, as is the case in the monomeric solution structures, the
ends of the helices sterically interfere with dimerization (Fig.
6C). Therefore, an adjustment in the helix angle of MIP-3� is
necessary before two monomers can arrange to form dimers.
This becomes obvious when the solution structure of the
MIP-3� monomer is overlaid on the dimeric crystal structure.
In that conformation, the �-helices clearly clash, indicating
that the helix must shift before dimerization can occur (Fig.
6C). The MD simulations provide further evidence in support
of a shift in helix angles between monomeric and dimeric
MIP-3�. In both the monA and monB simulations, the helix
reorients itself from a shallow angle with respect to the orien-
tation of the � strands into a more perpendicular orientation
similar to what is seen in the monomeric solution structures of

FIG. 6. (A) Plots of the average angles between the � helix and the �
sheet of MIP-3� over the last 30 ns of the MD simulations. The gray curve
and the straight line represent the average angle in the monomer simu-
lations and the average angle seen in the NMR structures, respectively.
The black curve shows the average angle seen in the MIP-3� dimer
simulation. The two black lines represent the helix angles in each of the
monomers of the 1M8A crystal dimer structure. (B) Individual helix
angles relative to the � strands of the monA and monB simulations, based
on the MIP-3� dimer structure, but simulated as monomers. The helix
angles increase drastically over the course of the simulation to resemble
those observed in the monomeric solution structure and the MD simula-
tion thereof. (C) Ribbon diagram of the MIP-3� crystal dimer (1M8A),
with the � helix in cylindrical representation (red cylinders). The blue
cylinders represent the orientations of the helices observed in the solution
structure. Therefore, in a dimeric conformation, the helix angles observed
in the NMR solution structure would result in significant steric clashes. In
addition, there is steric overlap from the flexible C terminus that is not
shown in these structures.
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both human and mouse MIP-3� (Fig. 6B). The ability of
MIP-3� to dimerize could therefore be dependent on the
range of angles sampled by the � helix. In turn, any factor that
influences the position of the helix or its degree of fluctuation
will thereby also affect the monomer-dimer equilibrium. For
example, the larger angles in the mouse structures may be
derived from the increased salt concentration or lower pH that
were used during data acquisition. It is also tempting to spec-
ulate that GAG binding to MIP-3� may be another contribut-
ing factor, especially since GAG binding has been proposed to
occur in the C-terminal region of the � helix in certain che-
mokines (40). In that event, GAG binding could cause the �
helix of MIP-3� monomers to stabilize at smaller angles rela-
tive to the orientation of the � strands and thereby promote
dimer formation.

Receptor binding implications. MIP-3� displays highly spe-
cific and tight binding with its sole receptor, CCR6, which in
turn binds to only one chemokine, along with the human �-de-
fensins (61). Such unique and specific binding makes MIP-3�
a good candidate for the determination of factors contributing
to tight and specific receptor binding. The width of the MIP-3�
binding groove has been deemed to be at least partly respon-
sible for MIP-3�’s tight receptor binding (27, 59). The distance
between the C�s of Thr11 and Leu45 measures about 12 Å in
both the NMR solution structure and the crystal dimer struc-
tures of MIP-3�. This is not seen in HBD2, which also binds to
CCR6, in which the distance across its similar proposed bind-
ing groove measures only 9 Å. Furthermore, all the MD sim-
ulations produce distances close to 12 Å, and these virtually
never decrease to as low as 9 Å, supporting the idea that the
narrow nature of the binding groove could be responsible for
the defensin’s lower affinity for CCR6. The MD simulations
also show that the groove is consistently narrower in dimeric
MIP-3� than in the monomer (Fig. 5C). The average size of
the groove measures 12.1 Å in the dimer, while it is clearly
larger in the monomer, at 13.8 Å. This difference in groove size
could be part of the reason why monomeric chemokines are
able to bind to their receptors with a greater affinity than the
dimeric proteins (17, 62).

Monomeric MIP-3� may also be more adept at activating its
receptor due to its more mobile N terminus. In the dimer
simulation, the N-terminal region is constrained through its
association with its own 30s loop and the opposing monomer’s
40s loop. Extensive hydrogen bonding takes place for the du-
ration of the simulation, keeping these parts of the protein in
close proximity. In terms of the MIP-3� function, constraining
the N terminus may prevent the protein from activating its
receptor. Therefore, monomeric MIP-3�, with its freely mov-
ing N terminus, is likely to be more proficient at activating
CCR6. Should the MIP-3� dimer bind to the receptor, the
protein must undergo some conformational change or even
dimer dissociation to release the N terminus before it can
activate the receptor. This agrees with the hypothesis that
chemokine dimers are negative regulators of receptor function,
as their N termini are not free to activate the receptor (17, 62).
This is similar to what is observed for other CC-type chemo-
kine dimers, e.g., RANTES (CCL5), although the latter has a
distinct dimer interface (13). Like most chemokines, MIP-3�
dimerizes along its �1 strand, while RANTES associates
through its two N-terminal regions.

Comparison of the results of the monomeric and dimeric
simulations provides further information about chemokine-
receptor interactions. In general, our MD simulations show
that the motions in the dimeric form of MIP-3� are suppressed
compared to those in the monomeric form. For example, the
side chain fluctuations and the SASAs of Lys42 are quite dis-
tinct in monomeric and dimeric MIP-3� because of its inter-
action with Glu30 across the dimer interface. This could pre-
vent a vital electrostatic interaction from forming between the
Lys42 of MIP-3� and CCR6. This suggestion is consistent with
the findings of other studies that have documented that muta-
tions of lysine or arginine residues in locations close to the 40s
loop in MIP-3� decrease receptor binding affinity (22, 33).

Anti-infective properties. MIP-3� displays a broad array of
activities, not only in its classic role as a component of the
adaptive immune response but also in innate immunity. Activ-
ities have been documented against bacteria such as E. coli and
S. aureus (27) as well as against viruses (37), and very moderate
activity has been documented against fungi (76). Similar to
many AMPs (14), intact MIP-3� shares a highly cationic net
charge and an amphipathic surface (see Fig. S7A in the sup-
plemental material). The electrostatic profile is characterized
by distinct patches of hydrophobicity and concentrated regions
of positive and negative charges. For example, a large portion
of the protein surface is cationic, comprised of the 40s loop and
the C-terminal � helix, while most of the solvent-exposed neg-
atively charged moieties are concentrated in another region of
MIP-3�. The areas of high cationic charge and their separation
from negatively charged regions in particular appear to be
important for MIP-3�’s anti-infective properties. This is re-
flected in the surfaces of HBD3, IL-8, and MIP-3� (see Fig. S7
in the supplemental material). Although the secondary struc-
ture of intact IL-8 is virtually identical to that of MIP-3�, intact
IL-8 displays no anti-infective properties. Inspection of their
surfaces reveals that IL-8 lacks a highly concentrated cationic
region, and its negative charges are not grouped into one
general region but are interspersed throughout (see Fig. S7B in
the supplemental material). HBD3 displays a drastically dif-
ferent picture, with its surface dominated by positive charges
that are interrupted by only two negatively charged species,
which would be neutralized by their surrounding Lys and Arg
residues (see Fig. S7C in the supplemental material). The high
concentration of positively charged residues not only makes
HBD3 an antimicrobial agent more efficient than IL-8 and
MIP-3� but also makes it more active than HBD1 and HBD2,
especially under conditions of high salinity (65). In actuality,
the surface profile of HBD3 is very similar in both charge
distribution and size to the surface profile of the cationic do-
main of MIP-3� mentioned above. Furthermore, it has been
observed that a number of other antimicrobial chemokines
display an analogous, highly cationic region (9, 76). Although
all of these chemokines have similar secondary structures, the
relative position of the cationic surface area is not consistent
throughout. This suggests that merely the presence, rather
than the exact placement, of the cationic domain is a require-
ment for chemokine anti-infective activity. Additionally, the
cationic domain has also been implicated in MIP-3�’s potency
against vaccinia virus and is consistent with the absence of
activity against herpes simplex virus type 1, since the viral
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envelope of only the former and not that of the latter is neg-
atively charged (37, 56).

Within the cationic lobe of MIP-3�, the far C-terminal re-
gion is of special interest, as it contains a high concentration of
cationic and hydrophobic residues in an amphipathic helical
conformation. Similar �-helical regions with flexible cationic
tails have been identified as AMPs in other proteins, e.g.,
lactoferrampin (21). Moreover, this region of the IL-8 chemo-
kine is reported to be antimicrobial (6). The structure of the
C-terminal MIP-3� peptide bound to bacterial membrane mi-
metic SDS micelles shows an amphipathic helix highly similar
to what is seen in the intact protein (Fig. 2). This amphipathic
nature is thought to be important for an AMP’s ability to
initially interact with the anionic head groups of bacterial
membranes and also the hydrophobic core (14). After initial
contact with the membrane, the bactericidal activity can be
achieved by membrane disruption or by entry of the peptide
into the cell. Comparison of the C-terminal IL-8 peptide and
the MIP-3� peptide once again strengthens this concept (see
Fig. S4 in the supplemental material). The latter peptide is
more highly charged and displays a clearer separation from its
hydrophobic residues and consequently seems to be more bac-
tericidal (see Fig. S4 in the supplemental material and Table
1). Both full-length MIP-3� and the C-terminal peptide display
similar activity patterns against E. coli and S. aureus, being
clearly more active against the former (Table 1). This is con-
sistent with the observation that the C-terminal helix is solely
responsible for the antimicrobial activity of MIP-3�. Frag-
ments of MIP-3� spanning residues 1 to 52 and residues 1 to 55
have been found to be inactive as antibacterial agents, while a
fragment comprised of residues 1 to 66 is as active as the intact
protein (M. Wolf, personal communication). This indicates
that the antimicrobial active center of MIP-3� can be pin-
pointed precisely to the C-terminal � helix. Here we used two
methods under conditions with different ionic strengths and
similar pHs to validate the antimicrobial activity of the C-
terminal MIP-3� peptide (Table 1). pH has a more pro-
nounced effect on the antimicrobial activity of peptides con-
taining one or several histidine residues (45, 53). In this case,
the MIP-3� peptide does not contain a histidine, which likely
minimizes the effect of pH on its activity in vitro and in vivo (2,
55). The assay with phosphate buffer contained smaller
amounts of salt and, as expected, somewhat higher levels of
activity, similar to what has been shown for intact MIP-3� and
other AMPs (41, 76), were found. Nevertheless, in vivo,
MIP-3� is likely to be highly active. For example, tissue sam-
ples from patients with psoriasis and contact dermatitis, which
are known to have low salt contents, have been shown to have
high levels of expression of MIP-3� (25, 76). This would allow
MIP-3� and its C-terminal peptide to display antimicrobial
activity in these specific tissues. In an environment with higher
salt concentrations, activity may occur in concert with the ac-
tivities of other antimicrobial agents, as a number of AMPs, for
example, HBD2, have been shown to have synergistic effects
with other antimicrobial species (2, 44).

In conclusion, our solution structure and MD simulations of
MIP-3� provide new insights into the properties of monomeric
and dimeric chemokines. In a physiological setting, chemokine
dimer formation requires contributing elements, such as GAG
binding, to compensate for otherwise insufficiently high con-

centrations. Our data help explain why the monomeric struc-
ture, with a wider binding groove, a free N terminus, and
overall more flexibility throughout the protein, is better suited
for receptor activation. In agreement with other findings pub-
lished in the literature, it appears that the dimeric chemokine
structure serves as a negative regulator of chemokine function
and, in addition, increases local concentrations, which help
establish a concentration gradient important in cell migration
(14). Furthermore, increased local concentrations are also im-
portant for the antimicrobial activities of chemokines. At
elevated concentrations, MIP-3� may act either as an antimi-
crobial agent itself or in synergy with other AMPs and chemo-
kines.
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