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Abstract The origins and functional significance of theta

phase precession in the hippocampus remain obscure, in

part, because of the difficulty of reproducing hippocampal

place cell firing in experimental settings where the bio-

physical underpinnings can be examined in detail. The

present study concerns a neurobiologically based compu-

tational model of the emergence of theta phase precession

in which the responses of a single model CA3 pyramidal

cell are examined in the context of stimulation by realistic

afferent spike trains including those of place cells in en-

torhinal cortex, dentate gyrus, and other CA3 pyramidal

cells. Spike-timing dependent plasticity in the model CA3

pyramidal cell leads to a spatially correlated associational

synaptic drive that subsequently creates a spatially asym-

metric expansion of the model cell’s place field. Following

an initial training period, theta phase precession can be

seen in the firing patterns of the model CA3 pyramidal cell.

Through selective manipulations of the model it is possible

to decompose theta phase precession in CA3 into the

separate contributing factors of inheritance from upstream

afferents in the dentate gyrus and entorhinal cortex, the

interaction of synaptically controlled increasing afferent

drive with phasic inhibition, and the theta phase difference

between dentate gyrus granule cell and CA3 pyramidal cell

activity. In the context of a single CA3 pyramidal cell, the

model shows that each of these factors plays a role in theta

phase precession within CA3 and suggests that no one

single factor offers a complete explanation of the phe-

nomenon. The model also shows parallels between theta

phase encoding and pattern completion within the CA3

autoassociative network.
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Introduction

The discovery of place cells in the rat hippocampus by

O’Keefe and Dostrovsky (1971) demonstrated a direct

linkage between the activity of single cells in the mam-

malian brain and high-level cognitive processes involving

spatial orientation and learning. Experimentally, each place

cell fires over a spatially limited area in the animal’s

environment, the place field. Place cells are found in the

CA1 and CA3 portions of the hippocampus, and similar

spatially tuned cells are found as well in the entorhinal

cortex and dentate gyrus (Muller 1996; Best et al. 2001).

Simultaneous experimental recordings made from only a

few CA1 place cells have allowed accurate reconstruction

of an animal’s movements over time (Wilson and

McNaughton 1993). CA3 place cells have place fields

without any apparent topographical relationship between

the place field location in the animal’s environment and

place cell location in the hippocampus (Muller 1996) with

only a small proportion of CA3 place cells active in any

given spatial context (Vazdarjanova and Guzowski 2004).
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Because the hippocampus also plays a key role in memory

formation (Gluck and Myers 2001), it seems plausible that

a detailed mechanistic understanding of place field for-

mation might shed light on other aspects of mnemonic

function as well.

The hippocampus has been extensively studied by neu-

roscientists. An early theory of memory (Marr 1971)

identified the extensive recurrent connection pattern among

pyramidal cells in CA3 as a putative locus for simple

memories, that is, uncategorized sensory patterns. More

sophisticated formulations of this theory identify CA3 as

an autoassociative memory system relying on sparse rep-

resentations and attractor states to store and retrieve

memories even when prompting cues are noisy or incom-

plete (Rolls and Treeves 1998). Such a system can be ex-

tended to the storage of information about multiple

independent spatial contexts in the form of multichart

attractor maps (Samsonovich and McNaughton 1997).

CA3 place cell firing has been studied in the context of

computational models based on biophysically motivated

neuronal network simulations (Wallenstein and Hasselmo

1997; Káli and Dayan 2000). A limitation in existing work

is that it is difficult to relate the extensive collections of

in vivo and in vitro experimental findings with assumptions

in the various models. In vitro studies have yielded results

concerning the physiology of hippocampal cells and the

neuronal networks they form (Johnston and Amaral 1998),

while in vivo studies have been able to show the effects of

spatial learning but still have limited ability to selectively

probe the biophysical mechanisms involved (Muller 1996;

Best et al. 2001). It is suggested here that a computational

model based on detailed neurophysiology could offer a

useful link for connecting in vitro and in vivo experimental

results in the hippocampus.

Theta phase precession is an example of a phenomenon

that is difficult to interpret without a model of some form.

Rhythmic field potentials in the 4–12 Hz theta frequency

range can be found in the hippocampus during exploratory

locomotion and rapid eye movement (REM) sleep (Buzsáki

2002). Preferred firing times of many cell types in the

hippocampus, including place cells, are phase-locked to

this theta rhythm. A surprising finding in this regard is the

phenomenon of theta phase precession, in which place cell

firing comes progressively earlier in the theta cycle as the

animal moves through the cell’s place field (O’Keefe and

Recce 1993; Skaggs et al. 1996). A number of different

proposals have been made as to the origins of theta phase

precession. These have been reviewed by Wagatsuma and

Yamaguchi (2007). Briefly, the proposals include an

interference effect among oscillators of different frequen-

cies (O’Keefe and Recce 1993; Bose et al. 2001; Bose and

Recce 2001), an encoding of afferent excitation resulting

from out-of-phase dendritic excitation and somatic inhibi-

tion (Kamondi et al. 1998; Harris et al. 2002; Mehta et al.

2002), inheritance of phase precession present in afferent

cell groups (Skaggs et al. 1996; Yamaguchi 2003; Jones

and Wilson 2005), an independent encoding of salient

behavioral or sensory information (Huxter et al. 2003),

and, in CA3, the effect of activity spread through asso-

ciative synaptic connections (Jensen and Lisman 1996;

Tsodyks et al. 1996; Wallenstein and Hasselmo 1997).

Because there can be multiple interacting sources of theta

precession, quantitative modeling should facilitate exami-

nation of the various contributing factors.

Although the computational model used in the present

study was not specifically created with the intention of

studying theta phase precession, it has provided a platform

for addressing the question of theta phase precession within

CA3. Within this context, a plausible question to ask is

whether, in the model, theta phase precession will emerge

in a simulated CA3 pyramidal cell and under what cir-

cumstances. By using manipulations that could be per-

formed only in a model, the various sources of theta phase

precession can be selectively suppressed showing the sig-

nificance of each individually. In addition to causal factors

most commonly proposed, the current model suggests that

the theta phase offset between dentate gyrus activity and

corresponding activity in CA3 place cells provides a sig-

nificant contribution to theta phase precession within CA3.

The model also suggests that theta phase precession may

have a functional interpretation in non-spatial contexts.

Methods

Computational model

The present study used a model intermediate in approach

between a detailed biophysical simulation of the entire

hippocampus and a theoretical analysis of populations of

idealized cells. The current work aimed to reproduce the

responses of a single ‘‘target’’ CA3 pyramidal cell by

modeling the cell at an anatomically derived, highly de-

tailed level. At the same time, the cell model was provided

with neurophysiologically realistic afferent spike trains

derived from the movements of a simulated mouse (Fig. 1).

Neurons that would normally be afferent to the target cell

throughout the hippocampus are represented in the model

(Table 1; Amaral et al. 1990).

The target cell is a compartmental model (Segev and

Burke 1998) based on a previously published description of

a morphologically reconstructed CA3b pyramidal cell

(Turner et al. 1995). The current model represented the

CA3 pyramidal cell and a portion of its axon using 368

discrete spatial compartments. The model incorporated a

variety of ion channel models that were adjusted to con-
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form with recent experimental data. The target cell model

also included models of excitatory glutamatergic synapses

containing a-amino-3-hydroxy-5-methyl-4-isoxalone pro-

pionic acid (AMPA) and N-methyl-D-aspartate (NMDA)

receptors as well as inhibitory synapses with types A and B

c-aminobutyric acid (GABA) receptors. Neuromodulatory

affects of acetylcholine (ACh) were represented in the

target cell model.

Synaptic plasticity in glutamatergic synapses was

modeled using a Markov model formulation that phe-

nomenologically describes spike-timing dependent plas-

ticity (STDP) with characteristics found in hippocampal

pyramidal cells (Debanne et al. 1998; Bi and Poo 1998)

and other cells showing similar synaptic plasticity proper-

ties (Sjöström et al. 2001). Short-term plasticity was

modeled using a previously published model of spike-train

dependent facilitation and depression in glutamatergic

synapses (Dittman et al. 2000).

Afferent spike trains were generated using phenome-

nological models of place cells in the entorhinal cortex

(EC), dentate gyrus (DG), and peer cells in CA3 with

associated synaptic connections through the perforant path

(PP), mossy fibers (MF), and associational connections

(AC), respectively. Interneuron spike trains were derived

from phenomenological models based on recent experi-

mental measurements of interneuron activity in CA1

(Klausberger et al. 2003, 2004) under the assumption that a

similar pattern holds in CA3. Cell firing in each afferent

place cell population are also phase-locked to the theta

rhythm with properties dependent on the population group

(Fox et al. 1986; Stewart et al. 1992; Skaggs et al. 1996).

Medial EC place cells have previously been character-

ized as having large, relatively unselective place fields

(Quirk et al. 1992), but more recent measurements of

dorsal EC layer II and III cells show more spatially

selective place cells with multiple activity peaks arranged

in a grid-like pattern (Fyhn et al. 2004; Hafting et al.

2005). These cells have also been shown to exhibit theta

phase precession (Hafting et al. 2006). For the current

model, EC place cells are treated as having place fields and

theta phase precession similar to those of CA3 pyramidal

cells. Because of the limited range of motion simulated in

the current model, multiple activity peaks would have little

effect and are not included in the model.

Supplementary materials contain a more detailed

description of the computational model and its rationale.

Results of simulations validating conformance of the

model to basic properties of CA3 pyramidal cell electro-
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Fig. 1 General model schematic showing afferent cell groups and

target cell relationships. Place cell firing is determined by the location

of a simulated animal moving within a maze. Afferent cell groups are

found in the entorhinal cortex (EC), which provides perforant path

(PP) inputs, CA3 peer pyramidal cells, which provide associational

connection (AC) inputs, and dentate gyrus (DG) granule cells, which

provide mossy fiber (MF) inputs. Interneurons are divided into four

separate population subgroups: axo-axonic cells (AA), basket cells

(BC), bistratified cells (BS), and cells with soma in the stratum oriens

and axons in strata lacunosum-moleculare (OL-M)

Table 1 Afferent cell group network parameters

Afferent

cell group

Group

pop. size

Active

freq. (Hz)

Peak theta

phase

TPP rate

(�/cm)

Target cell

synapses (typical)

Synapse laminar

extent (lm)

Synapse receptor

types

EC II–III 2,000 2 5� 10 1,348 350–500 apical AMPA, NMDA

DG 4,000 1 296� 10 43 0–100 apical AMPA, NMDA

CA3 Peer 12,000 2 19� 10 5,362 100–350 apical AMPA, NMDA

4,622 0–300 basal AMPA, NMDA

Axo-axonic 100 17 185� 0 200 IS GABAA

Basket Cell 100 8 271� 0 200 soma GABAA

Bistratified 500 6 359� 0 2,565 all dendrites GABAA, GABAB

OL-M 100 5 19� 0 335 350–500 apical GABAAS, GABAB

Laminar extent is measured from the target cell soma in apical or basal directions. Active frequency is approximate, depending on maze and path.

The number of target cells synapses varies based on random assignments. Abbreviations: theta phase precession (TPP), modulation (mod), initial

segment (IS), GABAA slow (GABAAS)
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physiology and synaptic plasticity are also in the supple-

mentary materials.

Data analysis

During simulations, all afferent cell spikes as well as spikes

of the target cell were recorded in external files. As needed,

membrane potential and calcium concentration were re-

corded from each compartment of the target cell. Special

events including local dendritic spiking were also sepa-

rately recorded. Data analysis was subsequently performed

off-line following the simulation.

Firing rates were computed using a spatial grid made up

of 5 cm square bins. Simulated mouse position was re-

corded every 25 ms of simulated time and correlated with

simultaneous firing activities. Bins that were visited for less

than 0.5 s were not included in firing rate estimates.

Otherwise, the firing rate in the spatial bin was estimated as

the total number of spikes occurring within the bin divided

by the simulated time within the bin.

Total afferent synaptic drive provides a measure of the

spatial pattern imposed on synaptic weights through the

process of synaptic plasticity. It is defined as

Ai ¼
X

j

WjNi;j

Ti
if Ti[0 ð1Þ

where Ai is the total afferent synaptic drive at spatial bin i,

Ni,j is the number of spikes generated by afferent cell j

while the simulated mouse is in spatial bin i, Ti is the

occupancy time in spatial bin i, and Wj is the synaptic

weight of the synapse associated with afferent cell j. Total

afferent synaptic drive was computed separately for each

group of afferent cells whose synapses exhibit synaptic

plasticity, that is, EC and peer CA3 pyramidal cells, using

the same spatial grid used for computing firing rates.

Theta phase precession was computed along a straight-

line path parallel to the lower boundary of a square maze.

Theta phase for each target cell spike was initially deter-

mined on the basis of a theta cycle of 125 ms, the period of

an 8 Hz theta frequency. This initial theta phase was then

‘‘unwrapped’’ by performing a circular fit using a ‘‘barber

pole’’ model of the form assumed by O’Keefe and Recce

(1993):

uk ¼ m � xk þ bþ ek ð2Þ

where uk is the theta phase of spike k, xk is the location at

which the spike occurred, m is the estimated phase pre-

cession rate, b is the phase at location x = 0, and ek is a

random phase error. Values of m and b are found that yield

a zero circular mean for the ek while minimizing the cir-

cular variance (Fisher 1995). A range of –30 to +30�/cm

was exhaustively searched in determining an optimal value

of m. The circular model was converted to a linear model

by adjusting values of the uk by integer multiples of 360�
such that error variance in the corresponding linear model

was minimized. A standard linear regression was then used

to refine the values of m and b and to derive the sample

correlation coefficient and t-statistic.

Student’s t-test was used for testing statistical signifi-

cance of theta phase precession. Tests for differences be-

tween samples were performed using a two-sample

Wilcoxon rank sum test.

Implementation

The computational model was implemented in C++

(Microsoft, Redmond, WA) as a portable generalized ob-

ject-oriented framework for defining neuronal models.

Random number generation was performed using the

Mersenne Twister algorithm of Matsumoto and Nishimura

(1998). Numerical integration was performed using an

adaptive semi-implicit form of the Crank-Nicolson method

(Mascagni and Sherman 1998) in combination with Rich-

ardson extrapolation (Press et al. 1992). Data analysis and

visualization were performed using MATLAB (The

MathWorks, Natick, MA) and R (The R Foundation for

Statistical Computing, http://www.r-project.org).

Results

Afferent phenomenological place cell spike trains

The ‘‘maze’’ used for the simulations is shown here in

Fig. 3A along with the path followed by a simulated

mouse. A wall-following algorithm maintains an approxi-

mate simulated distance of 7.5 cm from the maze bound-

ary. A single afferent DG granule cell with a place field

center location of (0, –17.5) was used as a ‘‘teacher cell’’

to establish the nominal place field center of the emergent

place field in the target cell. The teacher cell is provided

with sufficiently large synaptic efficacy to independently

fire the target CA3 pyramidal cell, as has found to be the

case for in vivo preparations (Henze et al. 2002).

Figure 3B shows firing rates of representative peer

CA3, EC, and DG place cells with place fields centered

near (0, –17.5). Panels C and D show the pattern of theta

phase precession for the corresponding CA3 and DG

cells. The DG cell shown is the teacher cell. DG cells

afferent to the target cell, other than the teacher cell, have

very low-firing rates throughout the simulation and have

a minor effect on target cell firing. Note that the mean

theta phase of DG cell activity occurs earlier in the theta

cycle than mean activity of the CA3 population whole
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(Fox et al. 1986), as can be seen by comparing the

absolute theta phase of firing of the respective cells in

Fig. 3C and D as well as the histograms in Fig. 2. In the

phenomenological model of place cell firing, theta phase

precession in afferent place cells occurs at a fixed rate of

10�/cm as found experimentally in rat CA3 complex-spike

(presumed pyramidal) cells (O’Keefe and Recce 1993).

Random variability in spike generation accounts for the

differences between this value and the estimated values

shown in Fig. 3. The representative model EC place cell

has similar place field and theta phase precession to that

of a CA3 place cell and is not shown.

Emergence of target cell place field and theta phase

precession

A simulated training period of nine minutes (0–540 s) was

used for the initial formation of the target cell place field.

Synaptic weights for AC and PP synapses were set to zero

at the beginning of the simulation and then were modified

according to STDP rules during the training period. For the

first 6 min of the training interval, the simulated extracel-

lular ACh concentration was initially set to a value of

50 lM and then decreased linearly to 20 lM at the end of

the 6-min period. This decrease corresponds to a reported

novelty response in which ACh is elevated when an animal

initially explores a novel environment (Giovannini et al.

2001). Following the training period, synaptic weights

were frozen at their then current values, and an additional

simulated period of 3 min (540–720 s) was used to probe

target cell firing rates and theta phase precession. In the

final simulated 3 min (720–900 s), the DG teacher cell was

rendered inactive, and target cell firing arose solely in re-

sponse to stimulation through AC and PP synapses. Pattern

completion in the target cell was shown by spatially rele-

vant activity during this final period.

As shown in Fig. 4A, early in the training period when

AC and PP synaptic weights had low values, target cell

firing was reduced compared with rates attained during the

later firing rate probe interval. Following the training
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Fig. 3 Phenomenological afferent place cell model. (A) Simulated

mouse movements in a square maze. The simulated mouse maintains

a fixed distance from the maze boundary moving in a counterclock-

wise direction at a speed of 10 cm/s. Relevant spikes occur when the

simulated mouse is in the region between the dotted lines. The

nominal target place field center is located at maze coordinates (0, –

17.5). (B) Firing rate by location along the X coordinate for

representative phenomenological afferent EC, CA3, and DG place

cells whose place fields are located near the target place field center.

Rates are determined over a 9-min interval. (C) Spikes generated by

the representative CA3 place cell. Theta phase is ‘‘unwrapped’’ (see

Methods) to show phase precession. The sample correlation

coefficient (r) and precession rate in degrees/cm (m) are determined

from a linear fit. The representative EC place field has similar

properties. Circular mean of spike theta phase is 17� for the cell

shown. (D) Theta phase precession in the representative DG place

cell. Note reduced place field size and earlier firing in the theta phase

compared with the CA3 place cell. Circular mean of spike theta phase

is –62� or, equivalently, 298� for the cell shown
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interval, firing rates increased and the place field center

shifted opposite the direction of travel and became spatially

asymmetric such that as the simulated mouse approached

the place field, rates were higher than when the place field

was exited. This effect is similar to one found in recordings

of CA1 place cells (Mehta et al. 1997, 2000). In Fig. 4A, a

pronounced shift in the place field center but greater spatial

symmetry can also be seen in the pattern completion probe
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Fig. 4 Simulated place field and theta phase precession emergence.

Synaptic weights for perforant path (PP) and associational connection

(AC) synapses are allowed to vary based on plasticity rules during the

first 9 min (0–540 s) of the simulated experiment after which weights

are frozen and an additional 3 min (540–720 s) are simulated to probe

the target cell place field firing pattern and theta phase. In the final 3-

min interval (720–900 s), dentate gyrus (DG) input is suppressed to

probe pattern completion responses by the target cell. Representative

results are shown. (A) Target cell place field firing rates by location

along the X coordinate axis. Firing rates are determined in 5 cm bins.

Rates in the 0–180 s interval primarily reflect DG input because other

synaptic weights have values near zero during this interval. (B) Total

weighted afferent synaptic drive (see Methods) as of the end of the

training interval for PP and AC synapses associated with afferent

place cells in EC and CA3, respectively. (C, D) Synapse weights for

PP and AC synapses by the distance between afferent cell place field

centers and the nominal target place field center. Synapse weights for

inactive afferent place cells are not shown. The sample correlation

coefficient (r) is derived from a linear fit with distance as the response

variable and near-zero synaptic weights removed from the sample. (E,

F) Target cell firing theta phase by location during the phase and rate

probe interval (540–720 s) and pattern completion probe interval

(720–900 s), respectively. A circular ‘‘unwrapping’’ process is used

to determine the theta phase of target cell spikes after which a sample

correlation coefficient (r) and precession rate (m) in degrees/cm are

derived using a linear regression (see Methods). ** indicates

statistically significant non-zero theta phase precession (P < 0.01)
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interval. Figure 4B shows the contribution of associational

CA3 and EC synapses to target cell firing measured in

terms of total weighted afferent firing rates. Afferent syn-

aptic drive from CA3 and EC was more spatially sym-

metric than the overall firing pattern of the target cell and,

unlike the afferent DG synaptic drive, was displaced

opposite the direction of motion. In this instance, spatial

asymmetry in target cell firing can been seen as primarily a

consequence of a spatial displacement in different afferent

synaptic drives.

Figure 4C and D show the spatial pattern of synaptic

weights at the end of the training interval. Both CA3 AC

and EC PP synapses show distance-correlated synaptic

weights indicating that STDP provided an effective learn-

ing rule for creating a pattern of synaptic weights leading to

spatially relevant pattern completion in the target cell. In

general, weights attained by AC and PP synapses in the

model increase over the 9-min training interval without

reaching equilibrium values (data not shown). Maximum

synaptic weights would ultimately be constrained by limits

imposed by assumptions of the STDP model. For CA3

pyramidal cell associational synapses, simultaneous pre-

and postsynaptic spike pairings lead to LTD rather than

LTP (Debanne et al. 1998), suggesting that locally gener-

ated dendritic spikes could provide a constraint on maxi-

mum synaptic weights. Note that the spatial symmetry of

the weighted afferent synaptic drive and the closeness of

the fit between synaptic weight and absolute distance be-

tween place field centers both suggest that synaptic weights

would not develop in the asymmetric fashion sometimes

assumed. That is to say, the efficacy of synaptic connec-

tions between pairs of CA3 place cells with place fields

adjacent along a path could be both non-zero and of

comparable magnitude.

Figure 4E and F examines theta phase precession in target

cell firing during the rate and phase probe (540–720 s), and

during the pattern completion probe (720–900 s). Theta

phase precession was evident in each of these intervals,

though to different degrees. Target cell firing circular mean

theta phase shifted from 18� in the phase probe interval to

136� in the pattern completion probe interval, indicating that

dentate gyrus input played a significant role in both the rate of

theta phase precession and the mean phase of target cell

firing. The theta phase at which target cell firing is initiated as

the place field is entered can be seen as being approximately

the same in the phase probe and the pattern completion

probe, indicating that this early firing is independent of

activity in the dentate gyrus teacher cell associated with the

target CA3 pyramidal cell.

In simulating random processes, an algorithm was used

to generate pseudo-random numbers. The stream of pseu-

do-random numbers generated in each simulation run was

controlled by initial seed values supplied to the random

number generator as a parameter of the test. To address the

question of whether a specific random number stream

influenced the results obtained, different seed values were

used to produce different streams of random numbers.

These seed values themselves were selected from consec-

utive entries in a previously published table of random

values (Weast 1964). Figure 5A shows the effect of using

five different random number seeds on the rate of theta

phase precession that emerges in the current model. The

phase precession rate shown is the mean of the rates over
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Fig. 5 Evolution of theta phase precession over time. Afferent spike

trains and neurotransmitter release are modeled using a random

number generator that is seeded to produce repeatable results.

Multiple simulations with different random number seed values were

used to create additional results and the resulting theta phase

precession rates, including those shown in Fig. 4, are summarized

here. (A) Mean theta phase precession rates found are shown with

standard error of measurement as indicated (N = 5). (B) Mean theta

phase precession rate is fitted as a function of mean AC weight in the

corresponding time period with individual data points shown in a

scatter plot
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comparable intervals generated when different random

number seeds were used. Although the different random

number seeds clearly have an effect, the overall trends

emergent in the model appear robust.

As a necessary computational simplification, the current

model discounts the effects of attractor dynamics within

the CA3 network. For this and a variety of other reasons,

the current model cannot provide a reliable estimate of the

absolute rate at which theta phase precession would de-

velop over time. Even so, the different precession rates

derived from different test runs provide a way to test the

relationship between changes in synaptic plasticity and the

rate of emergence of theta phase precession in target cell

firing.

Mean AC synaptic weight was used as a measure of the

change in synaptic weights overall. A mean weight value

was derived at the end of the second minute in each of the

3 min periods in the training and phase probe intervals.

The theta phase precession rate found in the corresponding

time period was then fit as a dependent variable of the

mean synaptic weight. As shown in Fig. 5B, there is a

strong relationship between synaptic weights and theta

phase precession. However, even with a mean synaptic

weight value of zero, corresponding to all silent synapses,

these results suggest that theta phase precession would still

be present in the target CA3 pyramidal cell, as might be

expected on the basis of inheritance of theta phase pre-

cession from dentate gyrus input.

Contributing factors in theta phase precession

Within the current model, only a single CA3 pyramidal cell

is simulated in detail, and because of this, theta phase

precession is assumed a priori as a property of afferent DG,

EC, and CA3 place cells. To test whether the target cell’s

theta phase precession is more than simply inherited from

its afferents, theta phase precession in afferent place cells

was suppressed without otherwise altering the spatial firing

properties of afferent place cells. This is a manipulation

that can be accomplished in the model, but for which there

are no available experimental counterparts. An emergence

of theta phase precession in the target cell under these

conditions indicates that such precession can arise in CA3

independent of any inheritance of theta phase precession

from afferents and can arise as an independent network

property within CA3.

In addition to validating the assumptions of the model,

suppressing afferent theta phase precession allows a

selective examination of the sources of theta phase pre-

cession in the simulated target cell. Figure 6A shows the

pattern of theta phase precession in target cell firing that

emerged when all afferent theta phase precession was

suppressed in the model. There was strong afferent

synaptic drive during the phase probe interval (540–720 s)

and robust theta phase precession is evident in target cell

firing, as would be expected from the combination of

increasing afferent excitation and phasic inhibition. Note,

however, that because multiple inhibitory cell populations

are included in the model and because these populations
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Fig. 6 Effects of afferent theta phase on target cell theta phase

precession. Representative results are shown using theta phase

‘‘unwrapping’’ of target cell spikes as in Fig. 4E. (A) Target cell

firing during a phase probe interval (540–720 s) following a training

interval (0–540 s). During both intervals, afferent place cell theta

phase precession is suppressed by setting the theta phase precession

rates (qtpp) to zero for all afferent phenomenological place cells.

Theta phase of simulated DG granule cell activity is unchanged from

the pattern shown in Fig. 3D. (B) Target cell firing during a phase

probe interval (540–720 s) in which afferent theta phase precession

remains suppressed and the theta phase of peak DG granule cell firing

is altered to coincide with peak CA3 pyramidal cell activity. Spatial

properties of afferent place cells and synaptic connections with the

target cell are otherwise unaffected in this simulation
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are active at different points in the theta cycle, the theta

phase at which target cell firing was initiated on entry to

the place field does not coincide with minimal somatic

inhibition and represents a more complex interaction than

might otherwise be expected.

DG population activity peaks prior to corresponding

activity in CA3. The significance of this relationship for

theta phase precession can be seen by comparing the pat-

tern of target cell firing in Fig. 6A and B. In Fig. 6B, the

relationship has been changed such that peak activity of the

DG teacher cell coincides with that of the CA3 place cell

population without otherwise altering the spatial firing

properties of afferent place cells or altering the pattern of

synaptic connections with the target cell. As in Fig. 6A, all

afferent theta phase precession remains suppressed. With

this change, peak afferent excitatory population activities

are nearly coincident, as might be assumed in a model that

considered only aggregate synaptic drive as a source of

theta phase precession. The change in DG activity phase

means that DG inputs to the target cell are moved from a

period of high somatic inhibition to one of lower somatic

inhibition. Compared with activity shown in Fig. 6A, peak

place field firing rate has increased slightly from 13.7 Hz to

14.6 Hz, and the circular mean theta phase of target cell

firing changed from 22� to 69�, indicating that the target

cell no longer fires in the same part of the theta cycle as the

afferent CA3 place cell population as a whole. Although

the spatial extent of the place field in Fig. 6A and B are

comparable, the total phase shift over the extent of the field

is reduced when the phase of peak DG activity is altered in

this fashion.

Simulations using different random number seeds

(N = 5) were used to evaluate the change in both theta

phase precession rate and mean theta phase of target cell

firing associated with suppressing afferent theta phase

precession and with changing DG peak activity theta phase.

Suppressing theta phase precession in afferents resulted in

a change in the average magnitude of the theta phase

precession rate by –6.2 ± 1.7�/cm and a change in average

circular mean theta phase of 12.0 ± 6.0�. Both changes are

statistically significant (P < 0.05). Further changing the

theta phase of peak DG activity to 19� resulted in a change

of –4.5 ± 1.0�/cm in the average theta phase precession

rate and of 40.1 ± 8.2 degrees in the circular mean theta

phase, both of which are statistically significant (P < 0.01).

As compared with the normal case illustrated in Fig. 4,

when afferent theta phase precession is suppressed, the

precession rate near the center of the place field, that is, for

X between –5 and 5 cm, changes by –8.30 ± 3.77�/cm,

indicating that inheritance of theta phase precession is

significant in this region (P < 0.01). Changes in average

peak firing rate were not statistically significant across

these samples.

Discussion

Results from simulations show that for a model CA3

pyramidal cell, theta phase precession of firing can emerge

from the interaction of synaptic plasticity and network

properties of CA3 under the assumptions of the hybrid

biophysical–phenomenological model used here. Theta

phase precession arises in the simulated target CA3 pyra-

midal cell regardless of whether or not theta phase pre-

cession is present in the firing of afferent dentate gyrus

cells, entorhinal cortex cells, or even other CA3 pyramidal

cells. Because the target cell is similar to other pyramidal

cells found in CA3, the emergence of theta phase preces-

sion in this cell is indicative of the ability of theta phase

precession to arise autonomously throughout CA3.

In spite of the apparent complexity of the model, the

origins of theta phase precession within it can be described

qualitatively. The description is generally consistent with

prior models of theta phase precession with the addition of

a factor associated with early theta phase activity in the

dentate gyrus. Figures 4 and 6 together show how different

types of afferent stimulation affect target cell firing within

the theta cycle, as follows:

1. As the simulated mouse approaches the place field,

late-phase target cell firing results from associational

and perforant path synaptic drive conditioned by spa-

tially correlated synaptic weights in combination with

phasic inhibition. Dentate gyrus input is not initially a

factor because of the smaller size of the corresponding

dentate gyrus place field. Of particular note, firing at

this stage is the same as that seen during pattern

completion, as suggested in an earlier biophysically

based model (Wallenstein and Hasselmo 1997).

2. Excitatory synaptic drive increases as the mouse fur-

ther approaches the place field center. This results in a

progressively earlier target cell firing, still with mini-

mal contribution from dentate gyrus input, consistent

with models that emphasize the effect of increasing

excitatory synaptic drive (Kamondi et al. 1998; Harris

et al. 2002; Mehta et al. 2002). At the same time, theta

phase precession in afferent spike trains, both from

entorhinal cortex and peer CA3 pyramidal cells,

contributes to progressively earlier target cell firing,

consistent with models that emphasize this source

(Skaggs et al 1996; Yamaguchi 2003; Jones and

Wilson 2005). In this stage the primary source of

afferent synaptic drive and consequently inherited

theta phase precession in the current model arises from

peer CA3 pyramidal cells rather than directly from EC

or DG inputs.

3. Dentate gyrus place cell activity increases near the

center of the place field, giving rise to strong excitatory
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stimulation of the target cell earlier in the theta cycle.

This results in a location-dependent shift in target cell

firing to earlier in the theta cycle and a somewhat more

random theta phase of target cell firing in this region

because of the limited number of active dentate gyrus

granule cells afferent to the target CA3 place cell.

Inheritance of afferent theta phase precession from DG

inputs also plays a significant role in this stage.

Although the current model does not specifically address

theta phase precession in CA1 or other brain regions, the

sequence of events described above may have parallels in

CA1, though perhaps with somewhat different mechanisms

involved. A detailed model including CA1 would be nee-

ded for a more complete and detailed analysis. For exam-

ple, the current model might be extended to include a target

CA1 pyramidal cell. Interconnections among EC, DG,

CA3, CA2, CA1, and other cell populations associated with

the hippocampus, however, suggest that theta phase pre-

cession may be a widespread system property without a

single locus of origin.

The proposed relationship between pattern completion

and theta phase precession may yield insights into the

independence of theta phase precession from firing rate that

has been observed experimentally (Huxter et al. 2003;

O’Keefe and Burgess 2005). Furthermore, theta phase

precession may have a more general role outside the phe-

nomenon as currently understood. Firing late in the theta

cycle as the simulated mouse approaches the place field can

be interpreted either as sequence learning or as pattern

completion. Pattern completion within an autoassociative

network in the context of rhythmic activity such as the

theta rhythm would result in some cells firing earlier and

others later, with firing phase encoding a ‘‘certainty’’

factor allowing elements that are inferred via pattern

completion to be distinguished from others. When paired

with phase-coupled modulation of synaptic plasticity,

something not included in the current model for lack of

supporting experimental data, this could serve to resolve a

potential conflict previously identified via theoretical

analysis that arises when training of the CA3 network

overlaps with retrieval (O’Reilly and McClelland 1994;

Hasselmo et al. 1995; Hasselmo 2005). Such a ‘‘certainty’’

encoding could also play a role in spatial navigation

downstream of CA3.

A primary component of the current model is the bio-

physical model of the target pyramidal cell. The target cell

model reproduced key properties needed to simulate place

cell responses. These include passive properties, bursting

patterns, and active dendrites. Passive properties of the

model cell resulted in a high input resistance and a rela-

tively long time constant, properties needed for synaptic

integration over the time frame of the theta cycle. Ion

channels included in cell model dendrites led to small

enhancements to distal EPSPs that result in rough parity

between proximal and distal dendrites. Long-term synaptic

plasticity was modeled based on properties of NMDA

receptors and was dependent upon postsynaptic depolar-

ization at the site of the synapse as a predicate for plasticity

changes. Active backpropagation of somatic action poten-

tials by a common set of dendritic ion channels that also

scale EPSPs thus forms an essential component of synaptic

plasticity.

While the current model is based on experimental

findings, there are numerous areas in which approximations

and estimations were required in the formulation of the

model because of limitations in the currently available

experimental data. Of particular interest, the model of

spike-timing synaptic plasticity used here is limited in that

it does not attempt to fully reflect underlying biochemical

pathways that are still under active investigation. The

quantitative nature of the current model, however, lends

itself to successive refinements in the model as new

experimental findings become available.

A realistic bottom-up biophysical model of a single CA3

pyramidal cell in combination with phenomenological

models of afferent cell spike patterns results in autono-

mously generated theta phase precession as an emergent

property. In the model, theta phase precession is caused

within a theta cycle by the overlap of early CA3 pyramidal

cell firing resulting from strong dentate gyrus stimulation

and later firing resulting from pattern completion firing

stimulated primarily by associational connections from

other CA3 pyramidal cells. Theta phase precession may be

at least partially an intrinsic property of CA3 and may be

functionally related to an encoding of ‘‘certainty’’ as well

as location. Based on the generality of the conditions

needed for emergence, the current model suggests that

theta phase precession or similar phase-related encoding

might also be found in brain regions outside the hippo-

campus.
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