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Abstract
The neural mechanisms supporting visuospatial orienting and focusing were investigated by
recording event-related potentials (ERPs) in a cued, line-orientation discrimination task. Search
arrays flashed randomly in the left or right visual field and were preceded by peripheral cues that
varied in validity (valid or invalid, with 50% each) and size (large or small, with 50% each).
Facilitation of response time was observed for valid trials, regardless of cue size. In contrast to
previous cued search studies, however, small (i.e., more precise) cues were associated with delayed
responses. Both the timing and the amplitudes of the early ERP components, P1 and N1, were
modulated by attentional orienting, with valid trials eliciting a larger and later contralateral vP1
(ventral P1) and a smaller and later contralateral N1 compared to invalid trials. Attentional focusing
modulated only the amplitudes of the P1 component, with precisely cued trials eliciting a larger dP1
(dorsal P1) than less precisely cued trials at both contralateral and ipsilateral sites. Thus, both
attentional orienting and focusing modulate early stimulus processing stages that overlap in time,
but with dissociable effects on the scalp distribution of these components, indicating possibly
different underlying mechanisms. In addition, the results support the notion that voluntary and
involuntary allocations of visuospatial attention are mediated by different underlying neural
processes.
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1. Introduction
The human visual system can both orient and focus attention to a restricted region of visual
space so that the perception of the stimuli within that area is facilitated [9,27,42]. However,
the relation between these two processes is not fully understood, particularly when attention
is involuntary. A processing benefit from a precue to target location – a cue validity effect –
has been consistently observed. This effect shows that responses are faster and/or more accurate
for valid (i.e., the target location is predicted by the cue) than for invalid trials (i.e., the target
appears at an uncued location) [37], possibly because disengagement and shifting processes of
visuospatial attention are involved during invalid trials, in addition to the engagement of
attention in valid trials [44]. The cue validity effect can be induced by peripheral cues that draw
attention involuntarily, or by central, symbolic cues which direct attention voluntarily [5,22].
The overall effects of both types of cue on performance are similar, although their underlying
mechanisms are different [45].
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In addition to the ability to orient and shift attention in space, people can also adjust the size
of the focus of attention. The attentional focus has been likened to a “zoom lens” [14] in which
processing efficiency declines as the area to be attended increases [13]. This decline in
efficiency has been termed a cue size effect of visuospatial attention in visual detection and
discrimination tasks [3,4,49], or a scaling effect of visuospatial attention in visual search tasks
[17-19]. Typical cue size or scaling effects indicate that a larger distribution or focus of
attention in space slows processing relative to a smaller focus.

In the present study, we use the term “orienting” to refer to the ability to move the attentional
focus in visual space, and “focusing” to refer to the ability to adjust the size of the attentional
focus in the space. Furthermore, “involuntary” refers to reflexive processes elicited by
peripheral cueing with a short cue-to-stimulus onset asymmetry (SOA); “voluntary” refers to
the processes elicited by either central cueing or peripheral cueing with a long cue-to-stimulus
SOA. According to these definitions, previous studies have revealed that the orienting of
visuospatial attention, as indicated by the cue validity effect, can be elicited in both an
involuntary and a voluntary manner [5,37]. Similarly, the focusing of visuospatial attention,
as indicated by the cue size effect, can also be elicited in both an involuntary ([33,49]
experiments 3 and 4) and a voluntary fashion ([17,49] experiments 1 and 2).

Despite these similarities, there is some evidence that attentional focusing is distinct from
orienting. First, focusing can take place without orienting, whereas orienting may
simultaneously activate focusing [4,49]. For example, the abrupt onset of cues can attract
attention and change the focus size inside or just outside the attentional focus, without the
process of orienting [49]. Second, strong focusing of attention in one visual field can inhibit
orienting when the abrupt stimulus onset appears at another part of the visual field [48,50,
54]. Third, orienting of visuospatial attention can be triggered by both stimulus onset and offset
[48], whereas focusing can be triggered only by onsets but not offsets [49], suggesting that
some mechanisms that trigger orienting cannot trigger focusing.

It has been suggested that the processing components of orienting and focusing of voluntary
visuospatial attention are deployed independently in visual search tasks, depending on task
demands [18]. However, it is unclear whether this also applies to involuntary visuospatial
attention. Single-unit and brain imaging studies have shown that voluntary orienting of
visuospatial attention modulates stimulus processing in extrastriate cortex [29,36], and
possibly striate cortex (for a review, see Ref. [43]). The neural regions responsible for
involuntary orienting of visuospatial attention have been less well investigated using these
methods. As to the focusing of visuospatial attention, a recent functional imaging study found
that the magnitude of the activation in striate and extrastriate cortex increased, and the extent
of the activation decreased, as the focus size constricted voluntarily [38].

The event-related potential (ERP) method provides a good tool for investigating neural events
due to its millisecond-level temporal resolution. The voluntary orienting of attention facilitates
visual processing by modulating the early P1 component, which reflects neural activity in
extrastriate cortex, as well as the later N1 component [6,7,11,23,24,32,34,39]. Involuntary
orienting of attention elicited by peripheral cueing has also been found to modulate visual
processing in extrastriate cortex, but with different modulations of the latency and amplitude
of the P1 and N1 components [16,26,28], suggesting that voluntary and involuntary attentional
orienting are mediated by different neural processes.

In previous work we observed that orienting of visuospatial attention elicited by peripheral
cues modulated the P1 and N1 ERP components. More specifically, we found that the
contralateral P1 was larger, and the contralateral N1 was smaller, for valid compared to invalid
trials [16]. Meanwhile, Luo et al. provided ERP evidence of the mechanisms of attentional
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focusing by systematically manipulating the cue size of peripheral cues [30]. Luo et al. observed
that a less precisely cued target (large cue) elicited a larger P1 and a smaller N1 than a more
precisely cued target (small cue). Therefore, both attentional orienting and attentional focusing
via peripheral cues have been found to elicit a larger P1 but a smaller N1 [16,30], suggesting
that these two processes are initiated at similar time points after stimulus onset and have similar
ERP modulations in the early stage of processing. Thus, although the behavioral evidence
reviewed above suggests that orienting and focusing of visuospatial attention are distinct
processes, the psychophysiological evidence is less clear.

Using ERPs, the present study examined the underlying mechanisms of orienting and focusing
of involuntary visuospatial attention and the relationship between these mechanisms. Orienting
was measured as the cue validity effect elicited by peripheral location cues, whereas focusing
was measured as the cue size effect arising from the manipulation of the size of the peripheral
cues. We addressed three questions regarding the timing and independence of attentional
orienting and focusing: (1) Can a cue size effect be elicited under experimental conditions
which can elicit a peripheral cue validity effect? That is, can attentional focusing occur under
the same conditions optimal for involuntary attentional orienting? (2) Can a cue validity effect
be modulated by the size of peripheral cues, or can a cue size effect be modulated by the validity
of the peripheral cues? That is, what is the relationship between attentional orienting and
focusing? (3) Are orienting and focusing of visuospatial attention dissociable processes, or
they do share the same underlying neural mechanisms? We reasoned that similar orienting-
related and focusing-related ERPs point to similar underlying neural processes, whereas
different ERP manifestations indicate two dissociable processes.

2. Method
2.1. Participants

Seventeen healthy participants (9 male) participated as paid volunteers. One male participant’s
data were excluded from data analyses because of uncontrollable eye blinks. Participants were
between 18 and 32 years of age (mean age of 24.1 years), right-handed, and had normal or
corrected to normal vision. They reported no history of neurological illness. Informed consent
was obtained.

2.2. Stimuli
A fixation cross (0.5° × 0.5°) was presented at the center of the monitor (black on white)
throughout the whole block. Each search array (3.06° × 3.44°; Fig. 1, last panels) appeared
randomly at the left or right side of the screen, with its center 6.02° lateral to and 2.63° above
the fixation cross. The search array consisted of four lines: two horizontal, one vertical, and
one diagonal. The diagonal line was the target on all trials. One line appeared in each quadrant
of the array, and the two horizontal lines were always in opposite corners. The target diagonal
line could appear in any of the four quadrants. The orientation of the diagonal line could be
backward (“\”) or forward (“/”), with a probability of 10% and 90%, respectively. Therefore,
90% of the search arrays were standard stimuli, whereas 10% of the arrays contained the target.
Prior to the presentation of the search array, a peripheral cue consisting of four small dots (with
each dot subtending 0.24° × 0.24° of visual angle, Fig. 1) arranged in a virtual rectangle flashed
randomly in either the left or the right visual hemi-field. Half of the cues were big (with the
illusory rectangle created by the four dots subtending 3.82° × 4.30°) and were centered at one
of the same two locations at which the search array could be centered. The cues for the other
half were small, subtending 1.15° × 1.34° visual angle. When the small cue and the subsequent
search array appeared on the same side, the cue predicted the precise location of the diagonal
line with 100% accuracy. When the small cue and the subsequent search array appeared on
opposite sides of fixation, the cue predicted the quadrant of the diagonal line with 100%
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accuracy but, like the large cue, was inaccurate in regards to which side of fixation the array
would appear. In other words, both small and large cues were uninformative as to the location
of the search array, but the small cues were highly informative as to where the potential target
line would appear relative to the other lines in the array. The purpose of this design was to
testify the cue size effect in the context of the cue validity effect and their relationship. The
durations of the cues and the stimuli were 50 and 200 ms, respectively, and the cue disappeared
before the array appeared. The cue-to-stimulus onset asynchrony (SOA) ranged between 100
and 300 ms, and the intertrial interval (ITI) ranged between 1300 and 1800 ms.

2.3. Procedure
Participants were required to fixate the cross and minimize eye blinks and body motion during
all experimental blocks. They were instructed to discriminate the orientation of the diagonal
line but to respond only to the backward line (the target stimulus, 10% of trials) by pressing a
key on a NeuroScan Stimpad using their right thumb. This ratio of targets to non-targets allowed
a sufficient number of target present trials (10%) to assess behavioral performance while
leaving the majority of trials (i.e., correctly identified non-target trials) uncontaminated by
manual responses that could confound analysis of the ERP data. Both response accuracy and
speed were emphasized. Each block consisted of 40 trials. In total 32 blocks were presented
in random order for each subject. Short breaks were allowed between blocks, and the length
of breaks was controlled by the participants.

2.4. EEG recording
STIM and SCAN software packages (NeuroScan, Texas, USA) were used to present stimuli
and to record and analyze EEG data. Thirty-two channels of EEG and EOG were recorded
from the scalp with an electrode cap. Standard 10–20 sites were FP1, FP2, FZ, F3, F4, F7, F8,
CZ, C3, C4, PZ, P3, P4, O1, O2, T3, T4, T5, and T6 (American Electrophysiological Society,
1991). EEG from the left mastoid was also recorded, with the right mastoid serving as a
reference. Additional electrodes were CP1/CP2 (halfway between PZ and C3/C4), OL/OR
(halfway between O1/O2 and T5/T6), OZ (occipital midline electrode 2/3 off PZ on the PZ-
inion line), O1′/O2′ (halfway between OZ and O1/O2), and TP5/TP6 (halfway between T5/T6
and T3/T4). Horizontal eye movements (HEOG) were monitored by placing two electrodes
lateral to the left and right orbits. Vertical eye movements (VEOG) and eye blinks were
measured by placing two electrodes 1.5 cm below and above the left eye. The EEG from each
electrode site was digitized at 500 Hz and was filtered with a band-pass of 0.1–40 Hz. 200 ms
of pre-stimulus EEG was used as a baseline.

2.5. Data analysis
Prior to averaging the EEG, artifact rejection was performed to discard epochs contaminated
by eye blinks, body movements, and muscle activity. The rejection criterion was a negative or
positive change of more than 75 μV. ERPs for the cues and search arrays were averaged from
the time point of their onset. The EEGs for target arrays (10%) were not included for averaging.
The ERP overlap between the cues and the search arrays was removed by using the ADJAR
algorithm [47,51]. Peak amplitudes and peak latencies were used for statistical analyses.
Behavioral data were analyzed by means of repeated measures analysis of variances
(ANOVAs) with three factors: cue validity (valid or invalid), cue size (big or small), and visual
field (left or right). For electrophysiological data analysis, the hemisphere (left or right) factor
was also included. The ranges for defining P1 and N1 peak latency and amplitude were 90–
160 and 140–220 ms, respectively. The statistical results from ANOVAs performed on parietal
(P3/P4), occipital (O1/O2), occipito-temporal (OL/OR), and temporal (T5/T6) sites are
reported. TANOVA [46] from the LORETA package [40,41] was used to test the dissimilarity
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between the ERP maps of the attentional focusing and orienting effects across all 32 electrode
sites.

3. Results
3.1. Behavioral measures

Participants missed 10.45% of the targets, and their mean false alarm rate was 1.16%. As shown
in Fig. 2, participants responded faster to valid than to invalid targets [662 vs. 703 ms, F(1,15)
= 17.444, P < 0.001]. In contrast to previous studies manipulating precue size [3,4,18,19],
participants responded moderately faster to the targets preceded by large cues than to those
preceded by small cues [669 vs. 697 ms, F(1,15) = 14.144, P < 0.002]. No other main effects
or interactions were significant. Hence, the classic cue validity effect was replicated, whereas
a negative cue size effect was observed in the present study.

3.2. ERP measures
3.2.1. ERPs elicited by the cues—For the amplitude of the P1 component, the visual field
× cue size interaction was significant at the posterior electrode sites [P3/P4: F(1,15) = 10.80,
P < 0.005; and OL/ OR: F(1,15) = 6.93, P < 0.019]. Large cues elicited a larger P1 than small
cues when the stimuli appeared in the right visual field [P3/P4: F(1,15) = 12.89, P < 0.003].

For the N1 component, the contralateral N1 amplitude was affected by the cue size (Fig. 3).
The visual field × cue size × hemisphere interaction was significant at the posterior electrode
sites [P3/P4: F(1,15) = 12.12, P < 0.003; T5/T6: F(1,15) = 12.38, P < 0.003; and OL/OR: F
(1,15) = 18.59, P < 0.001]. The cue size main effect was significant at contralateral temporal
[T5/T6: F(1,15) = 7.80, P < 0.014] and occipito-temporal sites [OL/OR: F(1,15) = 7.09, P <
0.018] but not at the corresponding ipsilateral sites [T5/T6: F(1,15) = 1.34, P < 0.259; OL/OR:
F(1,15) = 3.48, P < 0.082].

3.3. ERPs elicited by the standard stimuli
3.3.1. P1
3.3.1.1. Cue validity effect: The posterior contralateral P1 was larger for valid trials, whereas
the ipsilateral P1 was larger for invalid trials, as indicated by significant visual field × validity
× hemisphere interactions in the parietal [P3/P4: F(1,15) = 39.40, P < 0.0005], occipito-
temporal [OL/OR: F(1,15) = 67.70, P < 0.0005], and temporal [T5/ T6: F(1,15) = 71.32, P <
0.0005] electrode sites (Fig. 4). These cue validity effects were apparent in both large cue and
small cue conditions and could be seen more clearly after averaging across cue sizes (Fig. 5).
The mean voltage and the statistical results of the cue validity effects on the contralateral and
ipsilateral P1 component are shown in Figs. 6a and b. The scalp voltage distribution of the cue
validity effect on the P1 component is shown in Fig. 7 (upper panels).

The P1 latency analyses showed that valid trials elicited a later P1 than the invalid trials, as
suggested by a significant validity main effect [O1/O2: F(1,15) = 6.46, P < 0.023; and OL/
OR: F(1,15) = 8.50, P < 0.011] (Fig. 6d). This latency change was more obvious at the
contralateral sites, as shown by a significant visual field × validity × hemisphere interaction
[P3/P4: F(1,15) = 26.77, P < 0.0005; OL/OR: F(1,15) = 25.68, P < 0.0005; and T5/ T6: F
(1,15) = 14.18, P < 0.002]. The contralateral P1 was earlier than the ipsilateral P1 in posterior
electrode sites, as suggested by significant visual field × hemisphere interactions [P3/P4: F
(1,15) = 76.93, P < 0.0005; OL/OR: F(1,15) = 50.48, P < 0.0005; and T5/T6: F(1,15) = 50.52,
P < 0.0005]. The interaction between validity and cue size was significant.

3.3.1.2. Cue size effect: The arrays preceded by small cues elicited a larger P1 than those
preceded by large cues, as indicated by a significant cue size main effect at occipital [O1/O2:
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F(1,15) = 19.36, P < 0.001], occipito- temporal [OL/OR: F(1,15) = 20.17, P < 0.0005],
temporal [T5/T6: F(1,15) = 27.83, P < 0.0005], and parietal [P3/P4: F(1,15) = 16.31, P < 0.001]
sites (Figs. 4 and 6c). The interaction between cue size and validity was not significant. The
scalp voltage distribution of the cue size effect on the P1 component is shown in Fig. 7 (bottom
panels). The validity effect and the size effect showed different patterns of hemisphere
distribution in response to the laterally presented stimuli, as suggested by a significant visual
field × validity × size × hemisphere interaction [OL/OR: F(1,15) = 5.46, P < 0.034].

The P1 latency analysis showed no significant main effect of cue size or related interactions.

3.3.2. N1
3.3.2.1. Cue validity effect: The validity main effect on N1 was significant at parietal sites
[P3/P4: F(1,15) = 6.71, P < 0.021] (Figs. 4 and 5, upper row), with a larger amplitude for
invalid than for valid trials. There was a significant visual field × validity × hemisphere
interaction in posterior sites [O1/O2: F(1,15) = 4.67, P < 0.047; P3/P4: F(1,15) = 31.21, P <
0.0005; OL/OR: F(1,15) = 23.80, P < 0.0005; and T5/T6: F(1,15) = 32.41, P < 0.0005],
suggesting that the contralateral N1 was larger for invalid trials, whereas the ipsilateral N1 was
larger for valid trials (Figs. 9a and b). The visual field × hemisphere interaction was also
significant in posterior electrode sites [P3/P4: F(1,15) = 33.39, P < 0.0005; OL/OR: F(1,15)
= 27.68, P < 0.0005; and T5/T6: F(1,15) = 27.82, P < 0.0005], suggesting that the contralateral
N1 was larger than the ipsilateral N1 (Figs. 5, 8, and 9).

The N1 latency analysis showed that valid trials elicited a later N1 than the invalid trials, as
suggested by significant validity main effects [OL/OR: F(1,15) = 13.70, P < 0.002]. This
latency change was more pronounced at the contralateral sites, as shown by significant visual
field × validity × hemisphere interactions [P3/P4: F(1,15) = 31.02, P < 0.0005; O1/O2: F(1,15)
= 4.99, P < 0.041; OL/OR: F(1,15) = 16.81, P < 0.001; and T5/T6: F(1,15) = 24.23, P < 0.0005]
(Fig. 9d). The contralateral N1 was earlier than the ipsilateral N1 in the posterior sites, as
suggested by significant visual field × hemisphere interactions [P3/P4: F(1,15) = 10.06, P <
0.006; O1/O2: F(1,15) = 4.59, P < 0.049; OL/OR: F(1,15) = 27.10, P < 0.0005; and T5/T6: F
(1,15) = 12.00, P < 0.003]. The visual field × validity interaction was significant at the parietal
sites [P3/P4: F(1,15) = 7.05, P < 0.018].

3.3.2.2. Cue size effect: Only the main effect of cue size was significant [P3/P4: F(1,15) =
6.71, P < 0.021; and OL/OR: F(1,15) = 8.43, P < 0.011] (Figs. 4 and 8, upper row; Fig. 9c).
No other significant interaction related to the cue size was found.

The N1 latency analysis showed no significant main effect of cue size or related interactions.

3.3.3. Scalp distribution map—We also tested the dissimilarity of scalp distribution map
[40,41,46] between the attentional orienting and attentional focusing based on the difference
waves obtained. The ERPs for attentional orienting were obtained by subtracting ERPs for
invalid trials from ERPs for valid trials, and the ERPs for attentional focusing were obtained
by subtracting ERPs for stimulus preceded by large cues from ERPs for stimulus preceded by
small cues. The results confirmed the observation in Fig. 7 that there was a significant
difference between the processes of attentional orienting and focusing at the time range
between 120 and 160 ms [ P < 0.003 and P < 0.017, for LVF and RVF stimuli, respectively].

4. Discussion
The present study used event-related potentials to investigate the neural mechanisms of
orienting and focusing of visuospatial attention in a peripheral cueing task. More specifically,
we sought to determine whether a single involuntary attentional mechanism can account for
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both cue validity and cue size effects, or alternatively whether these effects represent the
operation of distinct cognitive and neural processes. Response time measures replicated the
typical cue validity effect but surprisingly revealed a negative cue size effect, with longer RTs
for the targets preceded by smaller cues. For ERP measures, we used a jittered SOA and applied
the ADJAR algorithm [47,51] to all the ERP data, which should have minimized the overlap
of ERPs between the cue and the search array. The early P1 and N1 ERP components were
modulated by both visuospatial orienting and focusing, suggesting that the early involuntary
processes elicited by the peripheral cues with the short SOA used here may subserve both of
these functions.

4.1. The orienting of visuospatial attention
The behavioral results confirmed the well-established cue validity effect, with participants
responding faster to valid relative to invalid trials, confirming that peripheral cues attracted
attention, even though the cues were uninformative of the target location. Consistent with our
previous study [16], the present study found modulation of the amplitude and latency of both
P1 and N1 by the location validity of peripheral cues. Valid trials elicited a larger and later
contralateral P1 and a smaller and later contralateral N1 relative to invalid trials, irrespective
of the size of peripheral cues. Furthermore, the uninformative nature of the cues used in the
present study makes a possible voluntary attentional allocation explanation due to participants’
knowledge of high cue validity less likely (e.g., 75% cue validity in Ref. [16]), although it is
still possible that the voluntary allocation of attention and/or arousal effects might be larger
for search arrays preceded by small cues, because the small cues were more accurate than large
cues concerning the exact quadrant where the target element occurs.1

These involuntary attentional effects differed from the voluntary attentional effects observed
previously in sustained attention and central cueing tasks [1,7,10,15,25,31] in both the timing
and magnitude of the early P1 and N1 components. In the previous studies cited above, the
amplitude of P1 and/or N1 to attended stimuli was enhanced without a change in latency. The
different results of the present study using dynamic, peripheral cueing could indicate different
underlying neural mechanisms of peripheral cueing tasks, presumed to elicit involuntary
attentional processes, and central cueing or sustained attention tasks in the previous studies,
presumed to elicit voluntary attentional processes [12,28,52,53]. Because this is a cross-study
comparison between the present involuntary attention task and previous voluntary attention
tasks, more decisive evidence for a dissociation between voluntary and involuntary attention
awaits a design comparing these two forms of attention directly in one study [8]. Moreover, it
is possible that the activity related to disengaging and shifting processes differs in timing and
strength between voluntary and involuntary visuospatial attention. If so, then the ERP
components related to these processes may overlap in the P1 and N1 range, and they may
change the manifestation in the P1 and N1 range as compared with previous voluntary attention
tasks.

It could also be argued that the ERP difference between valid and invalid trials may not
necessarily reflect distinctive attention-sensitive processes in peripheral cueing tasks because
of potential cue–stimulus interactions between valid and invalid trials that would not occur in
voluntary attention tasks. For example, one can argue that valid trials may have elicited a
smaller N1 relative to invalid trials, due to sensory adaptation; this effect on N1 could have
overlapped the late portion of the P1, with the larger N1 for invalid trials apparently canceling
out the late portion of the P1 and resulting in the P1 appearing smaller for invalid than for valid
trials.2 Such low-level interactions between the cue and the target as adaptation or refractory

1We thank an anonymous reviewer for pointing out the possible voluntary attention/arousal account and the dichotomy of dP1 and vP1
and its implication to our present results. The dP1 may not be related to the classic definition of the P1 component. For example, it may
be a completely new component overlapping at the P1/N1 time range that can be isolated from the classic P1/N1 component.
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effects, however, predict inhibitory effects to valid relative to invalid trials and therefore cannot
explain the fact of larger contralateral P1 and short response times for valid compared to invalid
trials. Similarly, one could argue that the response to a stimulus preceded by a large cue was
of lower amplitude than the response to a stimulus that was preceded by a small cue because
larger cues lead to greater adaptation than small cues.2 However, this is inconsistent with the
RT data showing faster RTs for search array preceded by large relative to small cues. Also
because large and small cues have exactly the same physical strength (composed of four dots),
it is not convincing that large cues lead to greater adaptation than small cues. Rather, the
opposite is true, i.e., that the small cues lead to greater adaptation because the dots are physically
closer to the target element in the display. Furthermore, there is no evidence that suggests
sensory adaptation and/or refractoriness would affect only the later N1 component but not the
earlier and more exogenous-like P1 component. Therefore, low-level sensory interactions
between the cue and the search array are possible limitations for the present study, but these
effects alone cannot account for the present results. One previous study used stimulus offset
rather than onset as the peripheral cue and observed attentional effects only on the P1
component, which seems to be unaffected by sensory adaptations [26].2 However, further
studies will be needed to test the contribution of these low-level interactions, or to minimize
these effects.

The possible ERP overlap by disengage and shift processes for invalid trials could also account
for the apparent inconsistency between the ERP and behavioral results showing later P1 peak
latency but faster responses to valid relative to invalid trials, because the peaks and amplitudes
of the P1 component might have been contaminated by this overlap. An alternative is that the
later and larger P1 reflects allocation of more attentional resources at the early stage of
processing, which might have facilitated the processing at the “intermediate” stage, such as
stimulus categorization and evaluation, and therefore yielded faster responses at late stages of
processing. This might be because the similar early processing for valid and invalid trials have
been interrupted prematurely during invalid trials, presumably because of the shifting of
attentional focus from cued location to the new location of search array.

4.2. The focusing of visuospatial attention
In contrast with previous work, in the present study we observed a negative cue size effect in
which participants responded more slowly to targets preceded by small cues than to targets
preceded by large cues. Such a negative cue size effect, although atypical, has been reported
in previous studies when the display size varied unpredictably, or when cues were invalidly
located; under such conditions of unpredictability, a broader attentional focus is optimal, so
that response time is reduced with larger than with smaller cues [17,18]. Consistent with this
proposal, it is possible that the unpredictability induced by the 50% cue validity in the present
study might have biased participants to adopt a broader attentional focus that favored target
discrimination in the large cue condition. Another possible explanation for the negative cue
size effect is a stronger masking effect at the target location induced by small cues than by
larger cues. We will discuss several other possible accounts for this negative cue size effect.

First, the traditional, positive cue size effect may not be present or may occur to a lesser extent
in involuntary attention tasks, such as the one used here. Previous studies have shown that
voluntary focusing might take longer than 100–300 ms (the SOA used in the present study) to
develop [18,19] and that cue size effects in visual search tasks increase with SOA from 100 to
500 ms [17]. Castiello and Umilta observed a cue size effect with a 500-ms SOA, but not a 40-
ms SOA, although a cue validity effect was seen at the shorter SOA [3]. This suggests that the
positive cue size effect might develop more slowly (however, see Ref. [33]).

2We acknowledge a second anonymous reviewer for raising these interesting points.
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Second, participants might have had difficulty maintaining their attentional focus at an empty
location [4,49] because the cue disappeared after 50 ms in the present study. In previous studies
that observed a positive cue size effect, the precue usually remained on the screen during
presentation of the search array ([3,4], experiments 1, 3, and 4, [30,35,38]). Some studies have
reported cue size effects with the cue turned off before the search array [18], or with a cue and
search array gap [4 (experiment 2a), 18 (experiment 2)]. However, the cues used in these studies
were more conspicuous than the relatively faint cues in the present study.

Finally, the onset of the search array might have automatically attracted participants’ attention
to the overall configuration of the search array, overriding the focusing of attention generated
by small valid cues. A study by Carrasco and Yeshurun supports this view [2]. They found a
significant effect of array size with a 100% valid cue that drew attention to only a single array
element (target) location. Studies using the global/local task have also found that the onset of
a search array may invoke an automatic expansion of the attentional focus to the size of the
array as a whole [20]. This might account for the negative cue size effect in the present study
—for the small valid cue condition, an additional adjustment of the attentional focus from the
size of the search array to the size of the target element might have been necessary in order to
perform the task relative to the large valid cue condition.

The ERP results also showed a negative cue size effect, with the precisely cued trials (i.e., trials
with the small cue size) eliciting a larger contralateral P1 than the less precisely cued trials.
This ERP result seems to be inconsistent with the previous observation that P1 amplitudes
increased with cue size, i.e., a positive cue size effect on ERPs [30]. This discrepancy between
these two studies might be reconciled in terms of the amount of attentional effort needed to
perform the task. In both studies, the stimuli with the slower RT (harder task) elicited a larger
contralateral P1, indicating that this P1 modulation was related to increased attentional effort,
or increased computation using the terms of Luo et al. [30]. We hypothesize that the amplitude
of the P1 component could be an index of the amount of attentional effort allocated to perform
the task. This proposal is supported by results from several studies. First, Hopfinger and
Mangun observed that P1 amplitude was larger and RT was faster for the attended stimuli when
the cue-to-stimulus SOA was short [26]. On the other hand, the RT facilitation by cue validity
disappeared, and P1 became smaller for the attended stimuli, when the SOA was long, probably
because attentional effort to the cued spatial location was decreased by inhibition of return
(IOR) in the long cue-to-stimulus SOA condition. Second, Handy and Mangun (2000) found
that the expectancy effect (cued vs. uncued, i.e., cue validity effect) in the P1 component
increased with the perceptual load of the task (experiment 1), suggesting a close relationship
between the P1 amplitude and attentional effort or perceptual difficulty. Finally, in a global/
local task, Han et al. observed that subjects responded faster to a local target preceded by a
local target than to a local target preceded by a global target [21]. Moreover, they found that
P1 was larger for a local target preceded by a global target (harder task) than for a local target
preceded by a local target (easier task), supporting our proposed link between the amplitude
of P1 and performance.

The present study appears to have observed both the orienting- and focusing-sensitive effects
in the time range of the P1 component, as suggested by the cue validity effect and cue size
effect on the ERPs, respectively; however, we speculate that there are two different P1
components generated by two different processes on the basis of the significant differences in
their scalp distributions. Specifically, the orienting-sensitive P1 (cue validity effect) was
positive in the contralateral hemisphere and negative in the ipsilateral hemisphere, and its
ventral–occipital voltage distribution is similar to that of the classic P1 modulation by attention
[6,23]. In contrast, the focusing-sensitive P1 (cue size effect) was positive in both hemispheres,
and its voltage map was distributed relatively more on the dorsal–occipital area. This suggests
that the neural generator of the more dorsally distributed P1, dP1, modulated by attentional
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focusing is different from the more ventrally distributed generator, vP1, modulated by
attentional orienting in the present study.1 However, no timing difference was found between
these two components, indicating that orienting and focusing of visuospatial attention can both
occur at the same time in the early processing stage.

4.3. The relationship between attentional orienting and focusing
Behavioral results showed that participants responded faster to valid than to invalid targets,
regardless of cue size. They also responded faster to targets preceded by large cues than by
small cues. Moreover, there was no interaction between the cue validity effect and the cue size
effect. These behavioral results suggest that attentional shifting and focusing are two separate
processes as we proposed previously [18]. The ERP results provide some corroborative
evidence. Both cue validity and cue size modulated the amplitude of the P1 component with
different hemispheric characteristics and without interaction between them. The cue validity
effect of P1 reversed from the contralateral to the ipsilateral hemisphere, whereas the cue size
effect of P1 showed the same direction of modulation for both hemispheres regardless of the
hemi-field of the stimulus. The scalp distribution maps also showed that the orienting of
visuospatial attention elicited a positive activity over contralateral occipito-temporal sites and
negative activity over ipsilateral parietal sites, whereas only positive activities were observed
for the focusing of visuospatial attention over contralateral occipito-temporal sites, and more
dorsal, over parietal sites. Therefore, it is likely that they are two different components at the
P1 time range modulated by potentially different underlying mechanisms, with one reflecting
an orienting-related process over the ventral areas (vP1, the cue validity effect on P1), and the
other reflecting an focusing-related process over the dorsal areas (dP1, the cue size effect on
P1).

5. Conclusions
Orienting and focusing have been likened to “reaching and grasping” of the hand when trying
to grab hold of an object [49]. This metaphor indicates that these two processes can be deployed
independently at the same time, as argued by Greenwood and Parasuraman [17,18]. The present
results provide ERP evidence for this view by showing that orienting and focusing begin at
roughly the same time at an early stage of visual processing. This suggests the potentially
parallel orienting and focusing mechanisms of visuospatial attention with different underlying
neural mechanisms.
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Fig. 1.
Schematic illustration of the procedure for the present study. The cues consisted of four small
dots that formed an imaginary rectangle. The size of the cues could be large (a) or small (b).
The search array consisted of two horizontal lines, one vertical line and one diagonal line. The
large valid cues covered the whole search array (a), whereas the small valid cues covered only
the quadrant containing the diagonal line (b). On 50% of trials, the search array appeared at
the same side as the cue. Cues and search arrays could appear either to the left or to the right
of fixation with equal probability. Invalid trials are not shown here; however, they were
identical to valid trials except that the cue and the search array appeared on opposite sides of
the screen from one another.
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Fig. 2.
The mean reaction times (RTs) and standard errors for the targets as a function of cue validity
and cue size.
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Fig. 3.
The grand average of ERPs (across 16 subjects) elicited by the large (red lines) and small cues
(green lines) at the posterior contralateral sites when the cues appeared in the left (left column)
and right (right column) visual field. Data were averaged across valid and invalid cues.
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Fig. 4.
The grand average of ERPs (across 16 subjects) elicited by standard stimuli at the posterior
contralateral (left column) and ipsilateral (right column) sites. Data were averaged across visual
field and hemisphere.
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Fig. 5.
The grand average of ERPs (across 16 subjects) elicited by the valid (red lines) and invalid
(green lines) stimuli at the contralateral (left column) and ipsilateral (right column) recording
sites. Data were averaged across visual field, hemisphere, and cue size.
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Fig. 6.
The mean voltages and peak latencies of the cue validity effects and cue size effects on the P1
components, along with the statistical results (*P < 0.05; **P < 0.005; ***P < 0.001). (a) The
cue validity effects on the amplitude of contralateral P1; (b) the cue validity effects on the
amplitude of ipsilateral P1; (c) the cue size effects on the amplitude of posterior P1; (d) the cue
validity effects on the latency of contralateral P1.
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Fig. 7.
The 3D scalp voltage distribution of the orienting-related ERP (cue validity effect, obtained
by subtracting ERPs of the invalid condition from ERPs of the valid condition), and the
focusing-related ERP components (cue size effect, obtained by subtracting ERPs of the large
valid cue condition from ERPs of the small valid cue condition), when the target array appeared
in the left visual field. Data for orienting were averaged across small cue and large cue
conditions. Only the ERPs of valid trials for the small and large cue conditions were used
regarding the subtraction for focusing-related component. Data are shown in back view and
right view of the head, every 20 ms from 120 to 180 ms after the onset of search array. Note
that the focusing-related ERP had a more dorsal distribution as compared with a more ventral
distribution of the orienting-related ERP at 140 ms (the P1 time range).
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Fig. 8.
The grand average of ERPs (across 16 subjects) elicited by stimuli that were preceded by large
cues (red lines) and by small cues (green lines) at the posterior contralateral (left column) and
ipsilateral recording sites (right column). Data were averaged across visual field, hemisphere,
and cue validity.
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Fig. 9.
The mean voltages and peak latencies of the cue validity effects and cue size effects on the N1
component, along with the statistical results (*P < 0.05; **P < 0.005; ***P < 0.001). (a) The
cue validity effects on the amplitude of contralateral N1; (b) the cue validity effects on the
amplitude of ipsilateral N1; (c) the cue size effects on the amplitude of posterior N1; (d) the
cue validity effects on the latency of contralateral N1.
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