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Experimentals i de la Salut, IMIM-Universitat Pompeu Fabra, 08003 Barcelona, Spain

(RECEIVED April 11, 2003; FINAL REVISION June 27, 2003; ACCEPTED July 2, 2003)

Abstract

Molecular dynamics (MD) simulations of the activation domain of porcine procarboxypeptidase B (ADBp)
were performed to examine the effect of using the particle-particle particle-mesh (P3M) or the reaction field
(RF) method for calculating electrostatic interactions in simulations of highly charged proteins. Several
structural, thermodynamic, and dynamic observables were derived from the MD trajectories, including
estimated entropies and solvation free energies and essential dynamics (ED). The P3M method leads to
slightly higher atomic positional fluctuations and deviations from the crystallographic structure, along with
somewhat lower values of the total energy and solvation free energy. However, the ED analysis of the
system leads to nearly identical results for both simulations. Because of the strong similarity between the
results, both methods appear well suited for the simulation of highly charged globular proteins in explicit
solvent. However, the lower computational demand of the RF method in the present implementation
represents a clear advantage over the P3M method.

Keywords: Molecular dynamics; electrostatics; procarboxypeptidase B; solvation; entropy; essential dy-
namics

The proper treatment of electrostatic interactions is one of
the most crucial points for the calculation of accurate forces
in molecular dynamics (MD) simulations of biomolecules.
In addition, the computation of the electrostatic forces is

generally the most computationally demanding task in those
simulations. In systems containing a large number of atoms,
for example, large protein in explicit solvent, this compu-
tational cost can be reduced by the use of rapid but approxi-
mate methods. Two components in which accuracy has
commonly been traded for speed are electronic polarizabil-
ity and long-range interactions (Gilson 1995). The methods
used for the treatment of electrostatic interactions typically
split the force on each charge into a short- and a long-range
contribution, and use approximations for dealing with the
latter. The simplest approximation is to neglect the long-
range contribution. However, electrostatic interactions are
truly long-ranged, and straight truncation (i.e., the use of a
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cutoff applied to Coulomb interactions) may significantly
alter the simulated properties of the system (Schreiber and
Steinhauer 1992; Hünenberger and van Gunsteren 1998).

A first better approximation is the application of a gen-
eralized reaction field (RF) term based on the Poisson-Boltz-
mann approach (Tironi et al. 1995). In the RF method, each
charge is individually considered as the origin of a spherical
coordinate system. It is surrounded by a cutoff sphere con-
taining explicit neighboring particles, itself placed within a
homogeneous dielectric continuum of permittivity equal to
that of the solvent and of specified ionic strength. The equa-
tions of continuum electrostatics are solved using spherical
symmetry to estimate the reaction-field force from the con-
tinuum onto the particle. This long-range correction is
added to the short-range contribution computed by explicit
summation over the neighboring atoms within the cutoff
sphere. The result is a simple modification of the pairwise
Coulomb forces that entails only a slight increase in com-
putational costs. Although the applicability of this method
to nonhomogeneous systems (e.g., protein in water) can be
questioned, because the cutoff spheres of the different par-
ticles are surrounded by portions of the system which may
not respond as a homogeneous dielectric medium, it has
been shown to improve dramatically the simulation results
compared to straight truncation of the Coulomb interactions
(Gargallo et al. 2000). In homogeneous systems such as
pure liquid water where this ambiguity does not exist, the
inclusion of an RF correction also results in a dramatic
improvement of results compared to straight truncation
(Hünenberger and van Gunsteren 1998).

The second common approximation to handle the long-
range component electrostatic interactions is to assume their
exact periodicity within the simulated system, as is done in
lattice-sum methods. Under this approximation, electro-
static interaction can be computed in an accurate and com-
putationally efficient way by using the particle-particle par-
ticle-mesh (P3M) method (Hockney and Eastwood 1998;
Luty and van Gunsteren 1996). Like the RF method, the
P3M approach relies on a splitting of the total interaction
between particles into a short-range component, which is
computed by direct particle-particle summation, and a long-
range component, which is computed (under the approxi-
mation of a perfectly periodic system) using Fourier series.
In contrast to the Ewald method (Allen and Tildesley 1987),
which evaluates the Fourier series directly, the P3M method
takes advantage of computationally efficient fast Fourier
transform algorithms. The short-range contribution to the
nonbonded interactions (which include dispersion, repul-
sion, and the short-range component of electrostatics inter-
actions) is calculated by explicit particle-particle summation
with (minimum-image) spherical truncation.

Although lattice-sum methods are often believed to pro-
vide “exact” electrostatic interactions, the applicability of
these methods to inherently nonperiodic systems (e.g., so-

lutions) may also be questioned, because of the artificial
periodicity they imposed on the simulated system. Previous
investigations of solvated biomolecules have suggested that
artificial periodicity may significantly perturb conforma-
tional equilibrium, resulting in smaller fluctuations and an
artificial stabilization of the most compact state (Hünen-
berger and McCammon 1999a; Weber et al. 2000). The mag-
nitude of periodicity-induced artifacts is larger in solvents
of low dielectric permittivity, for solute cavities of nonneg-
ligible size compared to the unit cell size, and for solutes
bearing a large overall charge (Hünenberger and McCam-
mon 1999b).

The main goal of the present study was the comparison of
the RF and P3M methods for the calculation of electrostatic
interactions in MD simulations of a highly charged protein.
Several thermodynamic and structural parameters, together
with the computer times required to complete the calcula-
tions, were used as a measure of the accuracy and efficiency
of both methods for calculations in large molecular systems.

The activation domain of porcine procarboxypeptidase B
(ADBp), which corresponds to the N-terminal globular 75-
residue part of the prosegment, is used as a model system.
It consists of a four-stranded antiparallel �-sheet with two
�-helices and one 310-helix packed over its external face, in
an antiparallel �/antiparallel � topology (Coll et al. 1991).
The structure has two internal salt bridges (4Glu-49Arg,
49Arg-30Asp) and is free of disulfide bridges. ADBp was
chosen for several reasons. First, despite a relatively small
size, it shows a high degree of secondary structure. Second,
it bears a relatively large net charge (Gargallo et al. 2000),
which makes it particularly well suited for a comparison of
methods to compute electrostatic interactions. Third, the
activation domain interacts with the enzyme by a docking
mechanism, and the study of essential dynamics (ED; Ama-
dei et al. 1993) in this region (around helix 310) is of special
interest. Finally, the protein system associated with the ac-
tivation domain of procarboxypeptidase was used previ-
ously as a model system for detailed studies of protein fold-
ing and unfolding (Villegas et al. 1995, 1998; Fernandez et
al. 2000).

Results

Computational expenses

The computer (CPU) time required to perform the simula-
tion is an important issue. For the protein system considered
in the present study and on our computer (see Computation
Procedure), a 100 psec MD simulation using the RF method
for the calculation of electrostatics interactions requires
about 5 CPU h. In contrast, a 100 psec MD simulation using
the P3M method under the conditions employed here (see
Computation Procedure) requires about 90 CPU h for
completion.
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Structural parameters

The root mean square deviation (RMSD) is a simple mea-
sure of the difference between the protein structures
sampled along the simulation and the crystallographic struc-
ture (Coll et al. 1991). The time evolution of the RMSD
(backbone atoms) is displayed in Figure 1a for the simula-
tions employing the RF and P3M methods. Both simula-
tions reached a structural equilibrium after about 1200 psec.
The RF simulation was extended to 5 nsec, and the profile
was consistent with a structural equilibrium reached after
about 1200 psec. However, overall the RF simulation is
characterized by a smaller deviation from the crystallo-
graphic structure, with an RMSD value of 1.5–2 Å over the
second half of the trajectory. The P3M simulation is char-
acterized by a slightly higher RMSD value of 2–2.5 Å over
the second half of the trajectory. On the other hand, the
dynamics of the ions showed a large mobility in both simu-
lations. The mean square positional fluctuation for the so-
dium ions was around 1175 Å2 for the RF simulation and
707Å2 for the P3M simulation, and for chloride ions these
values were around 2777Å2 and 1437Å2 for the RF and
P3M simulations, respectively. These results indicate a
somewhat larger mobility of the ions along the RF simula-

tion compared to P3M. This difference may arise from the
approximation nature of the long-range forces in the RF
simulation or from the presence of larger force fluctuations
in this simulation (cutoff noise). Nevertheless, this effect
can only be appreciated on free species such as ions, but did
not affect the protein.

The time evolution of the radius of gyration (backbone
atoms), which gives information on the evolution of the
overall shape of the protein, is shown in Figure 1b. A radius
of gyration larger than that of the crystallographic structure
(11.0 Å) indicates an expansion of the protein. For both
simulations, the protein reached a structural equilibrium at
similar values of the radius of gyration, very close to the
experimental value for the native state (∼11.0 Å).

The hydrogen bonds present in the crystallographic
structure were analyzed along the simulations. On aver-
age, 43% and 44% of the native crystallographic hydrogen
bonds are preserved during RF and P3M simulations, re-
spectively. However, the distribution of the conserved hy-
drogen bonds is different for backbone and side chains.
Whereas backbone hydrogen bonds are well preserved
(59.5% for RF and 60.3% for P3M), side-chain hydrogen
bonds are almost systematically lost (8.3% for RF and 4.2%
for P3M). From the hydrogen bond analysis, there is there-

Figure 1. Time evolution of conformational features and solvation energies. Time evolution of the root-mean-square atomic positional
deviation (RMSD) from the crystallographic structure for backbone atoms (a), radius of gyration for backbone atoms (b), solvation free
energy (c), and polar and nonpolar surfaces (d). Thin line, RF simulation; thick line, P3M simulation. Conformations were sampled
every 25 psec.
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fore hardly any difference between RF and P3M simula-
tions.

Solvation free energy and solvent-accessible
surface area

The solvation free energy evaluated for 100 configurations
sampled every 25 psec during the two simulations is dis-
played as a function of the corresponding RMSD value in
Figure 1c. On average, this quantity is more negative for
the P3M simulation (−3310 kcal/mole) compared to the RF
simulation (−3250 kcal/mole).

The polar and nonpolar solvent-accessible surface areas
(SASAs) computed for the crystallographic structure are
reported in Table 1, together with the corresponding mean
values for RF and P3M simulations. The corresponding
time evolution of the surface area components is displayed
in Figure 1d. Compared to the crystallographic structure,
the total SASA is increased by 1.7% in the RF simulation
and 5.1% in the P3M simulation. In the RF simulation, the
ratio of polar and nonpolar exposed surface area is essen-
tially the same as in the native structure. In contrast, for the
P3M simulation, the increase in the SASA is almost exclu-
sively due to an increase in the polar exposed surface. This
observation may explain in part the more favorable solva-
tion free energies characterizing the solute configurations
issued from the P3M simulation.

Figure 2 shows the total (polar and nonpolar) SASA per
residue averaged along each of the two simulations. Hydro-
phobic regions (Lys5–Val9, Ser18–Glu22 and Val46–
Arg49) tend to show the smallest exposed surfaces. With
only a few exceptions, the RF and P3M simulations lead to
similar values for the average exposed surface per residue.
However, the segment including �-helix 1, �-strand 2, as
well as the loop between �-helix 2 and �-strand 4 is less
exposed in the RF simulation compared to the P3M simu-
lation. In the opposite, the 310 helix and �-helix 2 are more
exposed in the RF simulation. These differences remain
limited (less than 10% of the residue surface).

Energetic properties

The mean and standard deviations of the total potential and
electrostatic energies are reported in Table 2, along with the

box volume. The P3M method leads to a lower value of the
potential energy. This lower value is an immediate conse-
quence of a lower electrostatic energy. The van der Waals
and covalent energy terms do not show a strong dependence
on the method employed for the calculation of electrostatic
interactions. On the other hand, the time evolution of the
potential energy calculated for the RF simulation shows
smaller fluctuations compared to the P3M simulation. The
volume of the computational box is systematically smaller
in the P3M simulation.

Estimated upper-bound values of the entropy term (T�S)
for backbone atoms are 1521 kcal/mole for the 500–2000
psec segment of the RF simulation and 1590 kcal/mole for
the 500–2000 psec segment of the P3M simulation. The
higher value for the entropy calculated from the P3M simu-
lation reflects the larger fluctuations in atomic positions
(Table 3).

Essential dynamics

The atomic motions along the RF and P3M simulations
were analyzed using the essential dynamics (ED) method.
The first 500 psec were skipped (equilibration), and the
analysis was performed over the intervals 500–1000 psec,
500–1500 psec, and 500–2000 psec for both RF and P3M
simulations. The results for the latter interval describe the
individual and cumulated contribution of the eigenvectors to
the mean-square atomic positional fluctuations and to the
entropy, as presented in Table 3. The results for the two
other intervals are very similar (data not shown). In all
cases, this analysis shows that only 4–5 eigenvectors are
required to account for ∼50% of the mean-square atomic
positional fluctuations. This implies that there are only a
few important essential modes of motions, the remaining
modes being related to less relevant small-amplitude fluc-
tuations.

To evaluate the consistency of these important essential
modes along and among the simulations, the overlap be-
tween the major modes (i.e., those accounting for either
50% or 70% of the total mean-square fluctuation, see Table
3) calculated from three different segments of the two simu-
lations is reported in Table 4. When considering the eigen-
vectors accounting for 50% of the total fluctuations, the

Table 1. Solvent-accesible surface area (SASA)

Parameter X-ray RF P3M

Total surface [A2] 4865.2 4947.4 5113.2
Polar surface [A2] 2996.1 3028.7 3244.1

[%] 61.6 61.1 63.4
Nonpolar surface [A2] 1869.2 1918.7 1869.1

[%] 38.4 39.0 36.6

Polar (O and N atoms), nonpolar (C atoms) and total (polar plus nonpolar)
accessible area calculated as the sum of area for the corresponding atoms
and its percentage. X-ray, crystallographic structure; RF and P3M, aver-
aged values during the RF or P3M simulations (interval 500–2000 psec).

Table 2. Evolution of energies and volume

Energetic quantity Method Mean Standard deviation

Potential energy (kJ/mole) RF −189.58 1.50
P3M −196.32 1.71

Electrostatic energy (kJ/mole) RF −218.54 1.44
P3M −225.26 1.66

Volume (A3) RF 138.06 0.35
P3M 136.52 0.34

Mean and standard deviation values for the total potential energy, electro-
static energy, and volume for the RF and P3M simulations.

Gargallo et al.
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subspaces defined by corresponding 4–5 eigenvectors al-
most completely overlap for the different segments of the
two independent simulations. However, when the limit is set
to 70% of the total fluctuations, the degree of overlap is
slightly lower, which implies that eigenvectors 5 to 9 are
either more influenced by random noise or are more specific
to a given simulation.

A set of four trajectories involving atomic displacements
restricted to be along the first four essential modes (calcu-
lated from either the RF or P3M simulations over the inter-
val 500–2000 psec) was generated according to the method

of Sherer et al. (1999). The corresponding RMSD values for
backbone atoms are displayed in Figure 3A for each of the
four essential modes. Similar graphs were obtained from ED
analysis of the other trajectory segments considered in
Table 4 (data not shown). The shape of the RMSD profiles
is very similar for both simulations, the only difference
being that the profiles corresponding to the third and fourth
essential modes are interchanged. The RMSD for the first
essential mode (Fig. 3A) shows maxima at residues Val11
(�-strand 1), Ala24 (�-helix 1), Ser36 (helix 310), Phe48
(�-strand 3), Phe61 (�-helix 2), and Ile73 (�-strand 4). Sev-

Table 3. Essential dynamics

Eigenvector

RF P3M

Eigenvalue [%]
Cumulated

eigenvalues [%]
Cumulated T�S

[kcal/mole] Eigenvalue [%]
Cumulated

eigenvalues [%]
Cumulated T�S

[kcal/mole]

1 15.29 15.29 4.57 13.09 13.09 4.52
2 15.18 30.47 9.14 12.98 26.07 9.03
3 10.49 40.96 13.59 12.01 38.08 13.53
4 10.47 51.42 18.05 11.80 49.88 18.01
5 7.97 59.39 22.42 8.29 58.17 22.40
6 7.93 67.32 26.80 8.15 66.32 26.77
7 1.22 68.55 30.61 1.64 67.96 30.67
8 1.21 69.76 34.41 1.63 69.59 34.57
9 1.09 70.85 38.20 1.28 70.87 38.39

165 0.08 90.02 519.16 0.08 90.14 517.93
903 0.00 100.00 1521.26 0.00 100.00 1590.10

Essential dynamics analysis of the two MD simulations (backbone atoms). Eigenvectors are listed in order of decreasing eigen-
values. Eigenvalues are expressed relative to the total mean-square atomic positional fluctuation (trace of the eigenvalue matrix).
RF and P3M: values calculated for the RF or P3M simulations (interval 500–2000 psec).

Figure 2. Solvent accessible surface area (SASA) per residue. Total (polar and nonpolar) percentage of SASA per residue, averaged
over the RF and P3M (interval 500–2000 psec) simulations. Thin line, RF simulation; thick line, P3M simulation. Values are given
in relation to the extended side chain.
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eral residues do not show any significant motion along this
first mode, namely Glu4 (involved in a salt bridge with
Arg49), Ile17 (�-helix 1), Asp30 (�-strand 2; also involved
in a salt bridge with Arg49), Pro42 (loop between the 310

helix and �-strand 3), Ile55 (beginning of �-helix 2), and
Gln68 (beginning of �-strand 4). However, these residues
are close to the maxima in the profile corresponding to the
second essential mode (Fig. 3A). These maxima are located
at residues Arg8 (�-strand 1), Glu19 (�-helix 1), Lys33
(�-strand 2), Val46 (�-strand 3), Ala57 (�-helix 2), and
Glu70 (�-strand 4). The residues involved in the third mode
for the RF simulation (fourth essential mode for P3M simu-
lation) are those forming the �-strand 2, 310 helix, and
�-strand 3. Minima correspond essentially to residues in
alpha helices. In contrast, the fourth essential mode for the
RF simulation (third essential mode for the P3M simulation)
seems to account mainly for the cross-motion of �-helices 1
and 2 (Fig. 3B). Thus, it appears that the dynamic behavior
along the RF and P3M simulations is very similar. More-
over, the functional region of the segment, found in strands
�2 and �3 and in 310 helix, forming the patch of interaction
with the carboxypeptidase, is similarly involved on both
simulations, showing correlated maxima and minima. The
combined motion of modes 1, 2, 3, and 4 show a correlation
between helix 1 and strands 1 and 4, and between helix 2
and strands 2 and 3 (Fig. 3B).

To further analyze this correlation, the atomic deviations
corresponding to the four major essential modes for the RF
simulation are plotted against each other in Figure 4. For the
first and second modes, no clear correlation is apparent (Fig.
4A). The corresponding graph for the first and third modes
(Fig. 4B) reveals positive or negative correlations for spe-
cific segments. For example, a line connecting residues
ranging from Ala24 to Ile29 is characterized by a positive
correlation. This implies that the motion of this fragment

along the first essential mode is almost perfectly correlated
with the motion along the third mode. A similar observation
can be made for other segments that are either positively
(e.g., Lys41 to Asp47) or negatively (e.g., Ser36 to Lys41)
correlated along these modes. Correlations among other
modes can also be identified (Fig. 4C–F, e.g., segments
25–31, 34–37, 37–40, and 67–74).

Discussion

The theoretical backgrounds of RF and P3M approaches are
very different. Whereas the P3M method relies on the exact
calculation of electrostatic interactions in an infinite peri-
odic system formed by assembling replicas of the reference
computational box, the RF method relies on the truncating
of coulombic interactions within the periodic system and
treating the medium surrounding the cutoff sphere of each
atom (or charge group) as a dielectric continuum of permit-
tivity equal to that of the solvent. Following from these two
different representations, it is expected that structural and
energetic properties obtained from MD simulations using
either the P3M or RF method also reflect those differences.

In general, the P3M method appears to evaluate the elec-
trostatic interactions more accurately than the RF method,
which is the key argument in favor of this method. In par-
ticular, the electrostatic energy calculated with the P3M
method is slightly lower than the corresponding value for
the RF method (Table 2). Moreover, solvation free energy
of the protein calculated from configurations sampled dur-
ing the P3M simulation is slightly lower compared to the
corresponding value for the RF simulation (Fig. 1C), which
also hints towards a better description of the protein-solvent
interactions. These observations can be explained by a more
realistic description of the long-range component of elec-
trostatic interactions obtained with the P3M method. As

Table 4. Comparison between essential modes

RF P3M

500–1000 500–1500 500–2000 500–1000 500–1500 500–2000

50% RF 500–1000 100 91.1 88.2 98.9 90.1 86.8
500–1500 100 97.1 90.6 99.2 96.2
500–2000 100 88.4 96.9 99.5

P3M 500–1000 100 91.0 87.9
500–1500 100 97.0
500–2000 100

70% RF 500–1000 100 96.5 88.5 89.9 89.9 87.0
500–1500 100 88.4 88.8 89.7 87.1
500–2000 100 95.9 96.1 97.2

P3M 500–1000 100 98.0 97.4
500–1500 100 98.8
500–2000 100

Overlap between the major essential modes calculated for different intervals (psec) of the two MD simulations.
The major modes are those accounting for either 50% or 70% of the total mean-square fluctuations (see Table
3). The overlap is expressed in percent.

Gargallo et al.
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Figure 3. Analysis of the first four essential modes. (A) RMSD (for backbone atoms) corresponding to a trajectory built along the first
four eigenvectors (identified as 1, 2, 3, 4) calculated from the RF and P3M simulations (interval 500–2000 psec). RMSD values were
referred to X-ray structure. Thin line, RF simulation; thick line, P3M simulation. (B) Comparison between modes 4 of P3M and 3 of
RF and modes 1 and 2 of RF and P3M simulations. Snapshots were taken from the trajectory obtained by the projection of the modes
on the simulation. The starting conformation is in green and the last in blue. The X-ray structure of ADBp is shown at the top, indicating
the main conformational features; the structure corresponds to the starting structure on the snapshots showing the modes’ motion.
Arrows indicate the cross-motion involved with modes 4 of P3M and 3 of RF. The combined motion is shown by arrows taken from
modes 1 of P3M and RF (red), modes 2 of P3M and RF (green), and cross-modes 3 and 4 of RF and P3M (in blue and cyan). The
motion is represented by a cross that correlates the two portions of the fold: helix 2 with strands 3 and 2; helix 1 with strands 1 and 4.
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Figure 4. Essential modes correlation. Correlation of RMSD values (backbone atoms) corresponding to a trajectory built along the first
four eigenvectors of the RF simulation (interval 500–2000 psec; see Fig. 3 for the definition of the trajectories).
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pointed out earlier, it is not obvious that the RF method is
a reasonable approximation when applied to nonhomoge-
neous systems involving atomic charges located in a heter-
ogeneous dielectric environment (e.g., on protein atoms).

The observed fluctuations in the volume of the compu-
tational box are similar for both simulations (Table 2). How-
ever, the volume is slightly lower when using the P3M
method. This can be understood intuitively, because the
P3M approach involves electrostatic interactions for an in-
finite system and, therefore, formally involves a higher
number of atom pairs compared to the RF case. These ad-
ditional (dominantly attractive) interactions tend to reduce
the dimensions of the simulated system. This observation
can also be related to the lower values of electrostatic en-
ergies calculated with the P3M method. Interestingly, this
reduction of the box volume when comparing P3M to RF is
not observed for pure solvent simulations (Oliva and
Hünenberger 2002). Therefore, it must be associated with
differences in the representation of solute-solvent interac-
tions.

The energy profile obtained with the RF method is char-
acterized by smaller fluctuations compared to the P3M
simulation (Table 2). This observation is probably related to
the lower atomic positional fluctuation RMSD values ob-
tained for the RF simulation. Hence, despite the above dis-
cussion, the RF simulation led to a more stable trajectory
compared to the P3M method. However, in both cases the
native structure of protein is well preserved, and the main
features of sampled conformations and surface accessibility
are similarly represented by both approaches. The most sig-
nificant differences between the average structures obtained
from the last 1000 psec of both simulations are located in
the region of �-helix1, which is the most highly charged
secondary structure element present in the protein, includ-
ing Glu12, Asp13, Glu14, Asp16, Glu19, Glu22, Arg27,
and Asp30 (Gargallo et al. 2000).

From the results obtained in this study, it appears that the
P3M method offers a slightly better description of the forces
acting on a highly charged protein in water compared to the
RF method, as evidenced by structural and energetic param-
eters. This result was already suggested by the analysis of
other large charged macromolecular systems such as nucleic
acids (Cheatham III et al. 1995; Mafalda and Simonson
2002). However, if the necessity of including long-range
electrostatic interactions was previously recognized for
these compounds, the case of globular proteins (highly
charged ones) had not been systematically investigated. The
present study shows the importance of an accurate repre-
sentation of electrostatic interactions in these systems.

It should be stressed that, in the present implementation,
the RF method is computationally less costly than the P3M
method. The RF method thus seems to be a more appropri-
ate method for the calculation of electrostatic interactions in
large macromolecular systems with the computers available

nowadays. On the other hand, tuning the values of some of
the parameters could accelerate P3M calculations. In par-
ticular, the present P3M calculations used a short-range cut-
off of 0.9 nm and a long-range cutoff of 1.2 nm. However,
unlike in the RF simulation, only van der Waals interactions
are active within the intermediate range 0.9–1.2 nm. Thus,
the long-range cutoff could be reduced without significant
loss of accuracy, but significantly accelerating the calcula-
tions. This was not done in the present study, to permit a
comparison between simulations employing the two meth-
ods. In addition, the parallelization affects the two methods
differently, because, in the present implementation, it ap-
plies exclusively to the pairwise (real-space) component of
nonbonded interactions, that is, within the short-range cut-
off (P3M and RF) and the long-range cutoff (RF only). The
parallelization does not apply to the reciprocal space inter-
actions (P3M only) where fast Fourier transforms are per-
formed on a single processor. Therefore, the code for the
P3M method could still be improved by further paralleliza-
tion in the evaluation of reciprocal space interaction.

The dynamic properties of the protein during the two
simulations were probed by means of ED (Amadei et al.
1993). The active region of ADBp is located in the segment
between �-strand 2 and 310 helix. Therefore, the study of the
essential mode dynamics in this region of the protein may
provide valuable information related to its biological func-
tion (Peters et al. 1997). ED is a powerful tool for finding
global, correlated motions in atomistic simulations of mac-
romolecules. Sherer et al. (1999) applied this approach to
analyze the covariance matrix obtained along MD trajecto-
ries of DNA A-Tract structures. In that work, the ED results
showed that only three essential modes were needed to ac-
count for almost 60% of the mean-square atomic positional
fluctuations. Those principal components were directly re-
lated to important functional motions (junction bending,
central bending, and helical twisting) of DNA tract struc-
ture. In the case of a protein (or a protein fragment such as
ADBp), the results of ED are more difficult to rationalize,
because of the inherent complexity of proteins compared to
nucleic acids. In particular, a large number of eigenvectors
are needed to account for the same fraction of the overall
mean-square fluctuations. In the present study, it was found
that about 10 eigenvectors are needed to account for 70% of
the fluctuations and about 160 to reach 90% (Table 3).

The components of the first few eigenvectors correspond-
ing to simulations of large proteins often resemble periodic
functions (Hess 2000). Hess derived the form of the prin-
cipal components based on a model of high-dimensional
random diffusion, which is almost periodical. This resem-
blance between protein motions and random diffusion could
imply that, for many proteins, the time scales of current MD
simulations are too short to reach convergence of the col-
lective motions. To investigate the differences between the
RF and P3M simulation in terms of protein motion, we
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carried out several ED analyses based on different segments
of the two trajectories. The results obtained showed that the
(∼10) dominant eigenvectors are always very similar (Table
4). The RF simulation was later extended to 5000 psec, and
the results of an ED analysis carried out with the 3000–
5000-psec interval also agreed very well with those ob-
tained for the 500–2000-psec interval (data not shown). Al-
though the shapes of first and second essential modes (Fig.
3A), which are very similar for the RF and P3M simula-
tions, do resemble cosine curves, we believe that these
shapes do not arise from a random diffusion mechanism. As
previously mentioned, the first and second essential modes
calculated for different intervals of the trajectories are very
similar in shape (Fig. 3A) and motion (Fig. 3B), which
indicates that the essential modes are actually due to a con-
certed motion of several segments of the protein (Fig. 3B).
This observation and the very close similarity between the
RF and P3M results are a clear hint against random-diffu-
sion modes.

A careful study of Figures 3A and 4 shows that the resi-
dues acting as a hinge between secondary structure elements
are Gln28–Asp30 (loop connecting �-helix 1 and �-strand
2), Ile40–Pro42 (loop connecting 310 helix and �-sheet 3),
Val50–Ala52 (loop connecting �-sheet 3 and �-helix 2),
and Glu66–Gln68 (loop connecting �-helix 2 and �-sheet
4). These residues are found as nodes on the curves describ-
ing the fluctuations corresponding to the four main essential
modes. Other important residues which could act as central
anchors for the structural fluctuations are Val9–Val11 (in
the middle of the �-sheet), His21–Ala24 (�-helix 1),
Trp32–Pro34 (�-strand 2), Ser36–Thr38 (helix 310), Asp47-
Phe48 (�-strand 3), and Asp60–Phe61 (�-helix 2). It should
be pointed out that several of these residues are located at
the region around �-strand 2 and 310 helix, that is, the region
where the activation domain interacts with the rest of the
protein. This may reflect the fact that the protein structure
was extracted from the crystal structure of the complex, or
the natural dynamic instability of a functional region that
must accommodate a docking partner.

The transition state in the folding pathway of the human
and porcine procarboxypeptidase activation domain I has
been investigated by protein engineering approaches
(Guasch et al. 1992; Villegas et al. 1998). Like porcine
ADBp, activation domain I is a globular domain with no
disulfide bridges or cis-Pro bonds, which has been shown to
follow a two-state folding transition (Villegas et al. 1995).
A protein engineering analysis indicated that the transition
state for this activation domain is quite compact, possessing
some secondary structure and a hydrophobic core in the
process of being consolidated. The core (folding nucleus)
was formed by the packing of �-helix 2 and the two central
�-strands. The other two strands at the edges of the �-sheet
and �-helix 1 appeared to be completely unfolded. The
maxima found in the first eigenvector for 310 helix, �-strand

3, and �-helix 2 may thus be related to the folding/unfolding
motions that affect the core strands and �-helix 2 (Villegas
et al. 1995). Moreover, the correlation of the motion of
modes 1, 2, 3, and 4 show that the active patch on the
inhibition, formed by strand 2 and the 310 helix, correlates
with helix 2 (see Fig. 3B for the combined motion), where
the experimental analyses have already proved the impor-
tance of helix 2 in the folding of ADBp.

In conclusion, the present work shows that the RF ap-
proach yields results comparable to the P3M approach for a
small, highly charged globular protein, at reduced compu-
tational costs. This statement is supported by the similarity
of the results regarding the conformational space sampled
and the dynamic behavior, whereas the energy of the com-
plete system showed the main (yet limited) differences. This
conclusion may not be oversimplified to nonhomogeneous
macromolecular systems with a very high charge density
and anisotropy, as is the case for nucleic acids. However,
the present study validates the use of the RF approach for
charged proteins, as long as massively parallel computa-
tional methods cannot be applied to produce faster simula-
tions with the P3M approach.

Materials and methods

Computation procedure

Molecular dynamics simulations
Two MD simulations were carried out using either the RF or the
P3M method for computing electrostatic interactions. In both
cases, the GROMOS96 program (van Gunsteren et al. 1996) was
used to perform explicit-solvent simulations using the GROMOS
43a1 force field and the SPC/E water model (Berendsen et al.
1987). The crystallographic coordinates of ADBp at 2.3 Å reso-
lution (PDB code 1NSA; Coll et al. 1991) were used as a starting
point for the simulations. Eighteen Na+ and seven Cl− ions were
added to neutralize the electric charges of ionizable residues. The
total number of protein atoms was 789, and the number of water
molecules was 4148. The details of the procedure employed to set
up the simulations are reported elsewhere (Gargallo et al. 2000).
The simulations were carried out for 2000 psec using a time step
0.002 psec. Bond lengths were constrained by application of the
SHAKE procedure (Ryckaert et al. 1977). The temperature was
maintained at 300 K (solute and solvent separately) and the pres-
sure at 1 atm using a weak-coupling scheme with coupling times
of 0.1 psec and 0.5 psec, respectively.

The MD simulations were carried out using a parallelized ver-
sion of GROMOS96 on an SGI Origin 2000 (CESCA–CEPBA,
Barcelona, Spain) with 64 MIPS R10000 processors (each one
with a 4-Mb cache) and 8 Gb of main memory.

Electrostatics interactions were calculated by using either the
RF or the P3M method. In both cases, the charge group pair list
was updated every 10 simulation steps. A cutoff radius (Rc) of 9 Å
was chosen to select nearest-neighbor charge groups, and a cutoff
radius (Rrf) of 12 Å was used for the long-range electrostatics.

The RF calculations were performed as described (Gargallo et
al. 2000). In this scheme, the electrostatic interaction energy be-
tween two charges qi and qj (for both solute and solvent sites, and
including the generalized Poisson-Boltzmann reaction field con-
tribution) is given by Tironi et al. (1995):
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qiqj

4��o�1
� 1
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−

0.5Crjrij
2

Rrf
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1 − 0.5Crf

Rrf
� ( 1)

where �0 is the dielectric permittivity of the vacuum, �1�1 the
relative permittivity of the medium surrounding the simulated par-
ticles (vacuum), and Rrf�Rl the (long-range) cutoff distance. The
coefficient Crf determines the magnitude of the reaction field
forces, and is given by:

Crf =
�2�1 − 2�2�

��1 + 2�2�
( 2 )

where �2 is the relative dielectric permittivity of the dielectric
continuum, set to �2 � 54 as appropriate for the solvent model
used in the simulations.

The P3M calculations were carried out using a modified version
of the GROMOS96 program (Scott et al. 1999; Hünenberger 2002)
implementing the P3M method for computing electrostatic inter-
actions (Hockney and Eastwood 1988), and an alternative virial
expression for calculating the group-based pressure (Hünenberger
2002). The simulation was carried out using a grid size of 64 × 64
× 64 points, a third-order truncated-polynomial charge-shaping
function (Hünenberger 2000) of width � � Rc−0.2 nm, a trian-
gular-shaped-cloud assignment scheme (Hockney and Eastwood
1988), and exact differentiation of the gridded potential to obtain
the gridded field (Deserno and Holm 1998). The P3M root-mean
square force error was reevaluated every 5000 steps, and the in-
fluence function was reoptimized when this value exceeded a
threshold of 2.0 kJ/mole·nm.

Analysis

Four structural properties of the system were analyzed as function
of time: the root-mean-square atomic positional deviation from the
crystal structure (RMSD), the radius of gyration (Rg), the hydro-
gen-bond network within the protein, and the (polar and nonpolar)
solvent-accessible surface area (SASA). RMSD values character-
ize the degree of conformational distortion of the protein compared
to its experimentally determined native structure. Changes in the
radius of gyration provide an additional measure of global changes
in the protein structure. The hydrogen-bond network is used to
characterize the stability of the secondary structure. The SASA
was calculated atom-wise according to a method described previ-
ously (Richmond 1984), and the total surface was accumulated for
each residue in order to obtain the percentage of accessibility with
respect to an extended side chain.

Several energetic quantities were also analyzed as a function of
time: the total potential energy, the electrostatic energy, and esti-
mates of the solvation free energy and entropy of the protein. The
solvation free energy was estimated using a finite-difference Pois-
son-Boltzmann algorithm (Nicholls and Honing 1991) as imple-
mented with the SOLVATE program (Bashford 1997).

The covariance matrix was calculated for the equilibrated por-
tion of each trajectory (interval 500–2000 psec; M configurations)
as the 3N × 3N matrix with elements:

C = �
k= 1

M

��x1�k� − �xi���xj�k� − �xj��� ( 3)

where xi(k) are the atomic Cartesian coordinates of atom i in
configuration k, after applying a least-squares-fit to a common
reference structure (X-ray), and 〈 xi〉 is the mean value of the vector

coordinates of atom i. The solute entropy was estimated according
to the method proposed by Schlitter (1993; Schäfer et al. 2000), as:

S =
1

2
kBln det�1 +

4�2kBTe2

h2 MC� ( 4)

where kB is Boltzmann’s constant, h Planck’s constant, T the
temperature, M is the diagonal 3N × 3N mass matrix, and C the
covariance matrix of atomic positional fluctuations. The value of S
is an upper-bound estimate corresponding to a harmonic approxi-
mation.

ED calculations were also carried out based on the covariance
matrix C (Amadei et al. 1993). In this approach, the diagonaliza-
tion of C to solve the equation:

� = VTCV ( 5 )

where � is a diagonal matrix, provides a set of 3N orthonormal
eigenvectors, vn (the columns of the matrix V) with their corre-
sponding eigenvalues �n (the diagonal elements of �). The eigen-
vectors provide a representation of the specific modes of structural
deformation of the protein, and the eigenvalue associated with a
mode indicates the relative contribution of this mode to the overall
protein motion within the simulated trajectory. More precisely, the
overall mean-square atomic positional fluctuation is given the
trace of � whereas the contribution of a specific mode to this
number is equal to the corresponding element of �. To evaluate the
degree of consistency of the essential modes, these were estimated
for different portions of the trajectories. The eigenvectors of one
trajectory A can be compared with those of another trajectory B by
evaluating the overlap �AB between the major eigenvectors vi (i.e.,
the n eigenvectors with the highest eigenvalues) contained in the
corresponding matrices V and V�:

�AB =
1

n �
j= 1

n

�
i= 1

n

�vi
A 	 vj

B�2 ( 6)

where n stands for the minimum number of eigenvectors which
account for more than a given threshold of the variance of the
trajectories (A and B) .

Finally, for the ease of interpretation of the deformations asso-
ciated with each eigenvector, short MD trajectories along the ma-
jor eigenvectors were generated according to the procedure de-
scribed by Sherer et al. (1999). These trajectories were generated
by changing linearly the coordinate along one essential mode
while leaving the coordinates along the others equal to their mean
value in the explicit-solvent simulation. The trajectories were ana-
lyzed to identify the main contributions of each residue to each
essential mode.
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