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In many physical and biological systems the transition from an
amorphous to ordered native structure involves complex energy
landscapes, and understanding such transformations requires not
only their thermodynamics but also the structural dynamics during
the process. Here, we extend our 4D visualization method with
electron imaging to include the study of irreversible processes with
a single pulse in the same ultrafast electron microscope (UEM) as
used before in the single-electron mode for the study of reversible
processes. With this augmentation, we report on the transforma-
tion of amorphous to crystalline structure with silicon as an
example. A single heating pulse was used to initiate crystallization
from the amorphous phase while a single packet of electrons
imaged selectively in space the transformation as the structure
continuously changes with time. From the evolution of crystallinity
in real time and the changes in morphology, for nanosecond and
femtosecond pulse heating, we describe two types of processes,
one that occurs at early time and involves a nondiffusive motion
and another that takes place on a longer time scale. Similar
mechanisms of two distinct time scales may perhaps be important
in biomolecular folding.
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he transformation of amorphous structures, such as liquids

or random-coiled proteins, into ordered structures involves
complex dynamical processes that ultimately lead to the final
native state. The mechanism is determined by the scales of time,
length, and energy as they define the nature of the elementary
steps involved. For example, an amorphous bulk liquid crystal-
lizes depending on the degree of initial (nanoscale) nucleation,
the time scale of heat diffusion, and the latent energy acquired.
Similarly, for a protein, the funneling toward the native structure
requires the balance of the entropic and enthalpic free energy
contributions, as well as the “diffusion” through many energy
barriers, possibly with nucleation on the path to the final state.

To observe such processes on the time-length scale of the
phenomena, our method of choice has been 4D space-time
visualization (ref. 1 and references therein, and ref. 2) developed
in ultrafast electron microscopy (UEM) and diffraction for
imaging with a wide scope (3) of applications (1-10). For
microscopy, the concept of femtosecond single (or few) electron
packets was introduced to allow for the study of structural
dynamics in the temporal, space-charge-free regime and to
obtain the atomic-scale spatial resolution. In this mode of UEM
operation, a train of electron packets coherently “builds up” and
coheres into the final image. However, for nonequilibrium
irreversible processes, such as crystallization, the transformation
must be visualized through single-pulse imaging.

In this contribution, we augment the UEM apparatus to
include this single-pulse capability, thus covering domains of
femtoseconds (fs) to seconds. Using this mode of imaging, here
reported is the direct 4D visualization of the irreversible process
involved in the transformation of amorphous silicon, from the
liquid phase to its crystalline phase, a complex transition involv-
ing nucleation and growth. A single optical pulse at a fixed
energy was used to initiate crystallization from the amorphous
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phase (metallic) while a single pulse of electrons imaged selec-
tively in space the transformation as the structure continuously
changes with time. With selected-area diffraction, the amor-
phous and crystalline phases were clearly identified, and we
obtained for the entire image the temporal profile of the
embryonic structural crystallization. Amorphous nanoscale sur-
face melting is ultrafast within 10 ps (10), but crystallization
takes place on a much longer time scale(s), and, therefore,
electron pulses of nanosecond (ns) duration were sufficient to
observe the nanoscale process of crystallization. On this time
scale, there is no significant heat diffusion within the probed
volume, and we identify two main processes, that of a “coherent”
nanoscale layer propagation at ~15 m/s, explosive growth, and
another that occurs with much slower velocity. Both the ns and
fs pulses of UEM were used in this study, and we discuss the
significance in the description of the dynamics observed in situ
as the transformation takes place.

Microscopy and Imaging

All experiments were performed with the California Institute of
Technology’s second-generation microscope (11), UEM2, the
operation of which in the fs single-electron mode has been
described elsewhere (5). Briefly, the setup for single-electron
imaging involves the integration of a fs laser system to a 200-kV
transmission electron microscope. The output pulses of the fs
laser (1,038 nm) were frequency-tripled (346 nm) and then sent
to the microscope to create electron packets from the photo-
cathode. The residual 1,038-nm and frequency doubled (519 nm)
optical pulses were used, either to heat or excite the sample. The
delay between the optical and electron pulses defines the time
axis for imaging, and all delays in single-electron mode are made
with a computer-controlled optical delay line. Besides the fs
resolution of UEM2, the single-electron mode of operation
provides other capabilities including atomic real-space imaging,
electron energy loss spectroscopy (EELS), energy filtered UEM,
and scanning UEM. The train of electron pulses is made of up
to 108 packets, but the important point is that the total imaging
time is very similar to that of conventional microscopes, namely
seconds.

In the single-pulse mode of operation, an entire image (real
space or diffraction) is created with only one pulse of many
electrons. Conceptually, the experimental design is the same for
either imaging mode, with the only difference being the fluence
and pulse widths involved. By interfacing two ns lasers and
simple flip mirrors in the experimental apparatus (as described
in ref. 5), the freedom to operate the UEM apparatus from
single-electron to single-pulse imaging is achieved. Having both
modes in operation allows us to examine the influence of
different pulse duration and to study reversible/irreversible
processes with atomic-scale resolution (real space/diffraction).
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Fig. 1. Image frames obtained by using fs and ns pulses. Frames 1-5 show the growth of crystallite size as the number of fs pulses increases, with the transition
from amorphous (1) to polycrystalline (5) being evident in the images. The central colored image shows the response after a single laser-pulse heating. The zones
are identified by circles to indicate the amorphous (a), the interfacial (i), and the two crystalline (c and C) phases. The C-zone diameter is 35 um and the c-zone
diameter is 77 um (see text). The specimen in the microscope was thin films of amorphous silicon deposited on a grid by e-beam evaporation of a silicon wafer

(also see Fig. 2).

The ns lasers are Q-switched, diode-pumped, all-solid-state
Nd:YAG lasers, which operate at the chosen wavelengths of
1,064 nm and 355 nm. The 1,064-nm laser is frequency-doubled
to 532 nm (up to 100 wJ), which is used to heat the specimen, and
the 355-nm laser is used to generate the electron pulse, accel-
erated to 200 kV. The temporal delay in this single-pulse mode
can be made arbitrarily long with electronic triggering, an
essential feature to the studies reported here; the repetition rate
varies from single-shot to 200 kHz, bridging the gap between the
single-electron and single-pulse modes of operation.

In the reported single-pulse imaging, each pulse has ~10°
electrons, an order of magnitude(s) lower than typically used
(107 to 10%). Methods used before have time-resolved transients
in electron current (using an oscilloscope) passing the sample
(bright field) (12), and later in a high-speed transmission mi-
croscope with near micrometer resolution. Their methods are
similar in spatial resolution to that of optical techniques (ref. 13
and references therein); improved resolution was obtained re-
cently in the detailed study of a solid-solid material change in
titanium (14, 15). On the ns time scale, the temporal broadening
due to space charge is negligible but can be detrimental to the
transverse or spatial properties of the electron beam, which
affects both image and diffraction resolution (1, 16, 17). As
discussed elsewhere (18), the contrast and diffraction in imaging
is affected by the number of electrons and by the coherence
volume, relative to the illuminated volume. The high-quality
diffraction obtained here for single crystals with the single pulse
of electrons indicates the negligible effect of space charge on the
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spatial resolution in Fourier space. On much longer time scales,
these problems are mitigated and the focus centers on high-
resolution/in situ environmental reactivity using TEM (ref. 19
and references therein).

Space-Time Imaging and Diffraction

Fig. 1 depicts two types of images: five frames (1-5) obtained
after exposure to fs pulses, and a lower magnification image
obtained after a single laser pulse heated the material and
induced regions of change (g, ¢, C, and ). These labels are placed
on the image to indicate the different phases of amorphous,
small-grain crystalline, large-grain crystalline, and interfacial.
The artificial colors in the central image reflect contrast gradi-
ent, illustrating the spatial dependence in the transition from
amorphous to crystalline phase. The inner and outer dotted
circles are measured to be ~35 uwm and 77 um, respectively, and
they mirror the fluence gradient in the pulse and the specimen-
dependent melting threshold. It is noted that the probe electron
beam size for a typical single-pulse electron diffraction pattern
is ~70 wm in diameter, which is approximately the area indicated
by the outer dotted circle. Frames 1-5 taken with fs irradiation
show the onset of nucleation and grain growth, as evidenced in
the increased grain size noted by dotted circles and by the change
in contrast.

The structures in the regions a, ¢, C, and i are studied more
in detail through real-space images and Fourier-space diffrac-
tion patterns. Fig. 2 is a display of images taken at higher
magnification of the amorphous (a), interfacial (i), and the two
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Fig.2. Images and electron diffraction patterns taken with the microscope at higher magnification (TEM) for the different phases of Fig. 1. (Scale bar: 1 um.)
All diffraction patterns were obtained by using a selected-area diffraction (SAD) aperture of 6 um diameter of the specimen. The dark areas in the images are
crystallites with orientation (of enhanced contrast) closely parallel to the incident electron beam. Holes are present in the polymeric substrate (and specimen),
and their diameter is measured to be 2.4 um. Note that the diversity in crystallinity in the diffraction images is reflected in the morphology.

crystalline (¢ and C) phases, together with the corresponding
selected-area (6 wm) diffraction patterns of each zone. A broad
halo ring characteristic of the amorphous phase is evident in a,
and this halo ring can be easily observed by area selection
everywhere on the specimen. After laser pulse heating, the
diffuse amorphous patterns transform to sharp Debye—Scherrer
rings or Bragg spots. The rings after crystallization are the
averaged diffraction spots from a large number of diamond-type
structures (nanocrystals) with random orientations. Nucleated
nanocrystallites with the size of 10 nm are observed in phase c,
whereas larger grains with the size of several hundred nanome-
ters are observed in phase C, which is made in the area with the
highest laser fluence. At the interface (i), there coexist the
amorphous phase (upper region) and the crystalline phase
(lower region). As noted in the diffraction frames, Bragg spots

become most pronounced in phase C, in the static images
displayed.

The time evolution of the single-pulse imaged frames taken
during the structural change in crystallization is shown in Fig. 3.
Each diffraction frame was obtained for a fresh specimen by
translation in the specimen plane, keeping both the heating and
electron pulses spatially and temporally under control. Observ-
ing the different phases (no aperture), the growth of well defined
diffraction rings and the concomitant depletion of smooth broad
rings are evident in the series of images recorded at different
time delays. As such, these frames become the construct of a
movie for the amorphous to the crystalline phase transition. At
—100 ns, broad rings are observed, which are characteristic of the
amorphous structure. With time, the sharp rings of the crystal-
line phase are observed directly in the frames (with no reference

Fig. 3. Representative snapshots of the transformation. Shown are single-pulse diffraction images at different time delays. Each time frame has an exposure
time of 15 ns, and all frames are for the same electron counts collected in each frame taken. Note the enhancement of scattering with time.
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Fig. 4. Diffraction representing three phases. (Upper) Diffraction before (Left), during (Center), and after (Right) the transformation, taken from the same
sample area of irradiation. Three prominent diffraction rings are indexed in the image. (Lower) Radially averaged diffraction profiles of respective images shown
above. To fit a transient-frame diffraction profile (Center), the negative-time (Left) and asymptotic profile (Right) are combined in proportion of their
contributions. For the quality of a fit, the difference between the transient-frame profile and the fitted one is also depicted. The high signal-to-noise proved

essential for the accuracy reported here.

subtraction). The sharp rings are indexed to the (111), (022), and
(113) planes of randomly oriented silicon crystallites.

To quantify the spatiotemporal behavior, diffraction profiles
were constructed from the radial average of respective diffrac-
tion images, all normalized to total electron count (Fig. 4). The
images reflect the growth of crystallinity; i.e., the enhancement
of diffraction peaks over the diffuse background. This is clear in
the three frames shown as an example of the growth. The
diffraction pattern at negative time and at seconds after heating
(asymptote) displays this change of structure. A transient dif-
fraction profile captured at, e.g., 600 ns after the arrival of the
heating pulse is a linear combination of the two images at
negative time (58%) and at the asymptotic (42%) time point
(reminiscent of Vegard’s law). The fit to the experimental results
is satisfactory, suggesting the interconversion between the two
phases. Accordingly, all obtained frames of transient change
were handled similarly to provide the actual temporal change of
the structure with time, the kinetic profile.

Shown in Fig. 5 are some representative frames of the growth.
The patterns on the left are those taken at the asymptote time
value minus a (smaller) scaled contribution of the averaged
amorphous scattering at ¢+ = —oo; for all frames, the percentage
of crystallinity at the asymptote is high, =67%. The patterns for
F(tasymptote) — F(1-») do not change, whereas the transient
frames on the right do change drastically with time. The con-
tribution (fraction) of structural crystallinity for all frames taken
is plotted against time in Fig. 6. The kinetic profile is rich—it
shows an increase in the fraction but with structural features. If
totally averaged, in a simple exponential rise fit, we obtained a
characteristic time of 880 = 140 ns for the final transformation
on the time scale indicated.

Finally, the single-pulse diffraction of a single crystal taken in
our UEM apparatus is shown in Fig. 6 Right. This ability to
observe crystallinity illustrates the appropriateness of lateral
coherence of the single-pulse imaging, as mentioned above. We
also include in the same figure two frames (10) for surface
melting on the picosecond time scale, which indicate complete-
ness of melting within the duration of the pulse used here at the
supplied energy.
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Crystallization Dynamics and Phase Transitions

The average energy density of the pulses used over the modified
area of the specimen is estimated to be 100 mJ/cm?. At lower
pulse energies than this “threshold,” the amorphous sample
undergoes no crystallization, whereas at slightly higher energies,

Growth of Crystalline Phase
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Fig. 5. Real-time evolution of the crystalline phase by using single-pulse
imaging. Asymptotic (Left) and transient-frame (Right) diffraction profiles are
obtained by eliminating the small contribution (box) of amorphous diffrac-
tion taken before heating (t = —«). Note the similarity of the diffraction at the
asymptote for all frames studied, while the diffraction for the phase change
(Right) grows in amplitude with time. When deconvoluted from the instru-
mental response, the evolution of the width with time will provide the
temporal changes in the size of crystallites.
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Fig.6. Time-dependent growth of structural crystallinity. (Left) The fraction
(circles) versus time gives the kinetic profile of the transformation. (Inset)
Zoomed out kinetics over a longer time scale. The “averaged’’ exponential-
rise fit of 7 = 880 ns is depicted (solid line) in Inset. (Upper Right) Single-pulse
diffraction pattern of single-crystal silicon taken with the incident electron
beam parallel to the [011] zone axis. The single crystal on a grid was obtained
(Mag*I*Cal Calibration Sample, SPI) and used as received. (Lower Right) Two
time frames of diffraction difference at the time delays indicated. Referencing
to the pattern at negative time, the frame at t = —10 ps displays no pattern,
whereas the one at t = +10 ps shows the surface melting because of the
ultrafast phase transition of the amorphous solid to the liquid phase (10). In
the kinetic profile of crystallization, we note both the (averaged) exponential
rise and the structured one (see text).

the silicon film is ruptured. Energy is deposited through the film
thickness within the pulse; but at the low thermal conductivity
of amorphous silicon (20), very minor energy flow out of the
irradiated volume will occur over tens of microseconds (see
below). Measured optical properties (20, 21) of amorphous
silicon at 532 nm indicate ample absorption (¢! ~ 40 nm; n ~
4.8) in a 20-nm film for total melting, assuming all absorbed
energy is converted to heat and confined within the film; a
quantitative treatment of the heat balance requires full charac-
terization of the role of the oxide layer, substrate, and calibration
of specimen irradiation. The melting temperature for the crys-
talline phase is 1,687 K, whereas for the amorphous phase it is
~200 K lower (20, 22, 23). The energy density threshold seen
here for crystallization is similar to melting thresholds reported
in many previous studies of ns irradiation of thick amorphous
silicon films on thick silicon, silicon dioxide, or other substrates
(20, 23-25), in which the heat spreads to depths of hundreds of
nanometers, well beyond the skin depth for light absorption,
within the duration of the pulse.

A fundamental characteristic of the environment in which
crystallization takes place in the specimen is the temperature. A
first-order approximation of the heat transport that takes place
after the establishment, by absorption of the heating pulse, of an
initial z-independent heat profile in the film is given by the 2D
heat diffusion equation in a homogeneous medium. Assuming an
initial Gaussian distribution of the temperature in amorphous
silicon, the distribution in the absence of phase changes would
evolve at later times according to

B 7(0, 0) —r?
T0 0= 45 40, )P 4D + 110 )

where r is the radial coordinate, ¢, = r%/(4 In 2D), ry is the radius
at half height of the initial distribution, and D = A/(cvp) is the
heat diffusion constant for thermal conductivity A. The quantity
t12 represents the time for the axial temperature to drop to half
its initial value, while temperatures of all other points in the
region of interest drop more slowly.
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For a thermal conductivity of relaxed amorphous silicon of
0.0065 W/(cm'K) (20), reasonable values of density p (26) and
specific heat (20) and ry ~ 40 wm, one finds ¢, = 1.57 ms; D ~
3.7 X 1073 cm?s. The same calculation for the polymeric
Formvar substrate gives a longer relaxation time because of
lower thermal conductivity. Radiative heat loss calculations at
temperatures up to the melting temperature of silicon also
indicate a very minor effect, showing that ~1% of the calculated
heat load would be lost in 10 ws. Thus, on the microsecond time
scale there is a very limited heat dissipation in amorphous
silicon. Once liquefaction or crystallization commences, heat
transport within the modified volume will become faster because
of an increase in A, but the initially deposited heat will remain
within the same volume to the extent that it is bordered by the
original amorphous silicon, subject to transient losses to heat of
fusion and ultimate additions of heat of crystallization.

This very restrictive heat dissipation environment makes the
narrow window in pulse energy for nondestructive laser crystal-
lization of our thin film understandable. Because we observe
growth of large crystals in the region of maximum heating (zone
C of Fig. 1), the super lateral growth regime of near complete
melting is apparently reached in this area (27) while the film in
zone c is heated to a temperature below that required for onset
of crystallization. Because of the coexistence of melt and crys-
tallites in zone C, the crystals grow to larger size. Given the fast
change in crystallinity (see below), we must consider the mech-
anism of explosive crystallization (28) that is initiated in zone C
and propagates out to create the larger area of fine-grained
polycrystalline silicon, allowing for enhanced heat transport out
of the hot center (23, 24). In this way, a flattening of the heat
profile can result in all modified areas falling below the threshold
for further crystallization within a few microseconds, as ob-
served. A slight increase in deposited energy would push zone C
into the regime of complete melting over significant areas and
durations, compromising the physical integrity of the film.

As shown in many previous studies sensitive to surface melt-
ing, including an ultrafast electron crystallography study from
this group (10), conversion of absorbed light energy to heat and
the phase transition from the amorphous to liquid state occur on
a time scale much shorter than the one reported here for
crystallization, as revealed in Fig. 6 by diffraction difference
images 10 ps before and after a fs heating pulse. Thus, the
maximum extent of zone C melting must be reached by the end
of the 17-ns heating pulse used here. At the same time, an
outwardly propagating wave of explosive crystallization is
launched, initially with a width of ~250 nm at the speed of 15
m/s (see below).

The recorded structural crystallization transient of Fig. 6
reflects the fractional crystalline content of the entire area
within the circumference of the ~70-um-diameter probing
electron pulse. Increase in the signal comes both from the super
lateral growth from liquid pockets (zone C) and explosive
crystallization (zone ¢), with each having a distinct time evolu-
tion. At the interface, nucleated crystallites form the explosive
front because of balance between latent heat of their crystalli-
zation and melting in neighboring amorphous structure. In zone
C, the crystallization will occur at later times, but the released
latent heat most probably will be nonexplosive given the time
scale involved in cooling rates. Using a propagation speed for
explosive crystallization of 10-20 m/s (23, 29), we may make a
reasonable estimate of the appearance time of contributions
from zone c. The crystal fraction distribution at t = +° is taken
as uniform to a radius of 25 wm, then falling off to zero by 40 um,
consistent with the images of Fig. 2. Thus, the simple model of
explosive crystallization starting at the edge of zone C (r = 17
pm) at ¢ = 0 and traveling at 15 m/s across zone ¢ to 35 um yields
a duration of 1.2 us for contributions to the total signal from
zone ¢ alone, which is the time scale recorded in Fig. 6.

PNAS | June 24,2008 | vol. 105 | no.25 | 8523

CHEMISTRY



Lo L

1\

Taking a propagation time of ~0.4 us (Fig. 6) gives a distance
in zone ¢ of ~6 wm and a 2D area accounting for ~20% of the
final signal, which is consistent with the explosive wave being
effective to nearly half of the measured value at that time. The
step observed in the kinetic profile appears to be from a delayed
process, and we attribute it to the super lateral growth that is of
slower nature. In comparing our step in structural crystallinity to
some that have been reported in oscilloscope (bright field)
detection (see ref. 12 and earlier references therein), although
the time scale is similar, the signal-to-noise ratio does not permit
us to comment on their origin. Clearly, future experiments will
further explore the phase changes reported here, both spatially
and temporally, given the fundamental questions pertinent to
materials (30) and the relevance to the important silicon tech-
nology (31, 32).

Conclusion

The combined single-electron and single-pulse imaging in our
ultrafast electron microscopy makes possible the study of re-
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versible and irreversible structural dynamics. We exploit the
single-pulse mode of operation to report here on the 4D
visualization of nucleation and crystallization, as seen in the
morphology (real space), and atomic-scale diffraction, during
the transformation of amorphous to crystalline structure. The
dynamical processes are resolved spatially and temporally. It is
clear to us that this same approach is applicable to biological
structures, including those that exhibit helicity effects in diffrac-
tion (33) and collapsed intermediate structures (34, 35). The
concept discussed here of a “coherent” and “diffusive” search
for native structures, through kinetic arrest of phase change, may
turn out to be relevant in protein folding, as amorphous struc-
tures transform to their native ones.
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