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The Use of Linear Instrumental
Variables Methods in Health Services
Research and Health Economics:
A Cautionary Note
Joseph V. Terza, W. David Bradford, and Clara E. Dismuke

Objective. To investigate potential bias in the use of the conventional linear instru-
mental variables (IV) method for the estimation of causal effects in inherently nonlinear
regression settings.
Data Sources. Smoking Supplement to the 1979 National Health Interview Survey,
National Longitudinal Alcohol Epidemiologic Survey, and simulated data.
Study Design. Potential bias from the use of the linear IV method in nonlinear models
is assessed via simulation studies and real world data analyses in two commonly en-
countered regression setting: (1) models with a nonnegative outcome (e.g., a count) and
a continuous endogenous regressor; and (2) models with a binary outcome and a binary
endogenous regressor.
Principle Findings. The simulation analyses show that substantial bias in the estima-
tion of causal effects can result from applying the conventional IV method in inherently
nonlinear regression settings. Moreover, the bias is not attenuated as the sample size
increases. This point is further illustrated in the survey data analyses in which IV-based
estimates of the relevant causal effects diverge substantially from those obtained with
appropriate nonlinear estimation methods.
Conclusions. We offer this research as a cautionary note to those who would opt for
the use of linear specifications in inherently nonlinear settings involving endogeneity.

Key Words. Econometrics, nonlinear models, health economics

When analyzing data with the goal of informing health policy, the ability
to draw true causal inference from the estimation results is of paramount
importance. The typical health policy analysis focuses on identifying the effect
that a variable, over which there exists some degree of policy control
(xp——henceforth the policy variable), has on an outcome of some policy interest
(y——the outcome variable). Empirical analyses that offer estimates of mere
associations between xp and y are of little value to policy makers. Estimating
the desired causal effect of xp on y is not straightforward and is particularly

r Health Research and Educational Trust
DOI: 10.1111/j.1475-6773.2007.00807.x

1102



difficult in the context of nonexperimental (survey) data. In observational
surveys respondent behavior, as manifested in the value of y, can be influenced
by a myriad of stimuli aside from the policy variable xp. Such alternative
influences on y will obfuscate causal inference if they are also correlated with
xp. If not properly taken into account, this will lead to bias in conventional
estimation of causal effects.1 For example, Mullahy (1997) posits that an in-
dividual’s habit stock, accumulated over previous periods of smoking, will have
an effect on current cigarette demand.2 We might observe, for instance, that
individuals with higher habit stocks have greater demands for cigarettes. In-
terpreting such an observation, as indicative of the causal effect of habit stock
on current cigarette smoking will, however, be upward biased if ‘‘health-
minded’’ individuals tend to smoke less both currently and in the past.

Some confounding influences (henceforth confounders) are observable
and can be controlled through the use of regression analysis or matching
methods. Others, such as an individual’s overall health-mindedness in the
above example, are unobservable and their influences cannot, therefore, be
controlled by standard estimation methods. In such cases, the policy variable
of interest is said to be endogenous.3 A commonly implemented method that is
designed to deal with endogeneity is the instrumental variables (IV) method.4

The conventional IV method is based on the assumption that the regression of
the outcome of interest (y) on the policy variable (xp) and the observable
confounders is linear. The IV method has, nonetheless, been implemented by
many applied researchers in health services research and health economics
contexts that are inherently nonlinear; e.g., binary response models, count
data models, and limited dependent variable models. In the present paper we
show, via simulation, that such applications of the conventional IV method, in
which nonlinearity in the specification of the regression of y on xp and the
confounders (both observable and unobservable) is ignored, can lead to bias in
the estimation of the causal effect of xp on y. We conduct the simulation
analyses in two common nonlinear regression contexts——binary response
models (e.g., probit analysis and logistic regression) and models with non-
negative-dependent variables (e.g., count and duration models).5 We find the
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potential bias to be substantial. This point is further illustrated in the context of
two applied examples using actual data. We first revisit Mullahy’s (1997)
model of the effect of habit stock (a potentially endogenous continuous vari-
able) on cigarette demand (a count variable). We find, using data obtained
from the author, that there is substantial divergence between the linear IV
estimate of the habit stock effect and that which we obtained under a flexible
specification that accounts for both endogeneity and the inherent nonlinearity
of the count regression model. As a second example, we estimate the effect
of substance abuse (a potentially endogenous binary variable) on employment
status (a binary variable——employed versus not employed). The model is a
binary analog to the one used by Mullahy and Sindelar (1996) and Terza
(2002) for the estimation of the effect of alcohol abuse on a three-category
employment outcome (out of the labor force, unemployed, and employed).
We find a substantial difference between the IV and bivariate probit (BVP)
estimates of the substance abuse effect. Moreover, we find that, the former is
statistically insignificant while the latter is highly significant.

The remainder of the paper is organized as follows: in the next section,
we review the health services research and health economics literatures, fo-
cusing on applications of the linear IV method in inherently nonlinear mod-
eling contexts. We then describe the sampling design for, and results from, our
simulation study in which substantial evidence of potential IV bias is dem-
onstrated. Our analyses of the effect of habit stock on cigarette demand and
the impact of substance abuse on employment are discussed in the following
section. Comparisons of the IV and nonlinear regression estimates of the
causal effects in both cases comport with the results of our simulation study.
The final section summarizes the results and recommends caution when using
the conventional IV estimator in inherently nonlinear settings.

BACKGROUND

Since McClellan, McNeil, and Newhouse (1994) appeared in the Journal of the
American Medical Association, it has been fairly common practice in applied
health services research and health economics to use the conventional linear
IV method to estimate causal effects from survey data. In many of these
applications, however, the underlying regression model is inherently nonlin-
ear. In such cases, to accommodate the linear IV method in the presence of
endogeneity, researchers have replaced: probit models with linear probability
models; Poisson regressions with linear regressions; and conventional
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nonlinear duration formulations with linear approximations. Recent exam-
ples include Brooks et al. (2003, 2006), Stone et al. (2006), Beegle, Dehejia, and
Gatti (2005), Lo Sasso and Buchmeuller (2004), Grabowski and Hirth (2003),
Frances et al. (2000), Malkin, Broder, and Keeler (2000), Gowrisankaran and
Town (1999), and Mullahy and Sindelar (1996).6 It appears that in many
instances this approach is adopted due to an incorrect perception that appro-
priate and practical nonlinear alternatives to conventional IV do not exist. For
instance, in a duration modeling context, Gowrisankaran and Town (1999)
explain that ‘‘the reason that we use a linear probability model instead of a
more common Weibull or Lognormal specifications for the hazard is that it is
extremely difficult to use nonlinear models such as these with endogenous
variables’’ (p. 754).7 In fact, methods designed to cope with endogeneity in
nonlinear modeling are readily available for the vast majority of cases because
most regression studies in health services research and health economics fall
into one of two categories: (1) those with binary dependent variables; and (2)
those with count, duration, or otherwise nonnegative, dependent variables.
For models in the former category, the regression specification should be
restricted to the unit interval. This restriction is typically imposed via a cu-
mulative distribution function formulation of the regression function, and
methods for dealing with endogeneity in such probit and logit type contexts
have been offered by Ashford and Sowden (1970), Blundell and Smith (1989,
1993), Lee (1979, 1981), Newey (1987), Rivers and Vuong (1988), and Smith
and Blundell (1986).8 Appropriate applications of these methods in health
services research and health economics can be found in Bao, Duan, and Fox
(2006), Alexandre and French (2001), Averett et al. (2004), Bollen, Guilkey,
and Mroz (1995), Mroz et al. (1999), Norton, Lindrooth, and Ennett (1998),
Rees et al. (2001), Ribar (1994), and Sen (2002). In nonnegative dependent
variable models, the exponential regression specification is typically em-
ployed. Estimators that correct for endogeneity in the exponential regression
framework have been suggested by Mullahy (1997), Terza (1994, 1998), and
Wooldridge (1997, 2002). These methods have been applied in health services
research and health economics by Dickie (2005), Koc (2005), Neslusan et al.
(1999), and Treglia, Neslusan, and Dunn (1999). Wooldridge (2002) suggests
the use of a two-stage residual inclusion (2SRI) method for count data models.
Terza, Basu, and Rathouz (2007) explore the use of the 2SRI method for
models with more general forms of nonlinearity. Examples of the use of the
2SRI method in health services research and health economics can be found
in Basur et al. (2004), DeSimone (2002), Gibson et al. (2006), Norton and van
Houtven (2006), Moran and Simon (2006), Shea et al. (2007), Harold van
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Houtven and Norton (2007), and Stuart, Doshi, and Terza (2007). Authors
who have applied 2SRI methods in other fields of study are Alvarez and
Glasgow (1999), Burnett (1997), McGarrity and Sutter (2000), and Petrin and
Train (2006).

In the following section, we explore the potential bias in using the IV
method in a linearized version of an inherently nonlinear model. We simulate
outcomes data in the two commonly encountered nonlinear contexts dis-
cussed above——nonnegative regression models and binary response models.
For the former, we simulate outcomes data using a flexible nonlinear func-
tional form——a variant of the inverse Box and Cox (1964) (IBC) model pro-
posed by Wooldridge (1992). The sampling design incorporates a continuous
endogenous regressor. For each simulated sample, the conventional linear IV
method is used to estimate the relevant marginal effect of the endogenous
regressor. Results are compared with the true marginal effect and the average
absolute bias is reported for each of six different sample sizes (1,000; 5,000;
10,000; 50,000; 100,000; and 500,000). To each sample, we also apply a con-
sistent nonlinear 2SRI method that is based on the IBC regression model used
to generate the data. The average absolute bias of the corresponding 2SRI-
based estimated marginal effect estimates (relative to the true value) are eval-
uated for each of the sample sizes. In an analogous simulation experiment, we
generated data on a binary outcome based on BVP sampling design in which
one of the regressors in the outcome equation is itself binary and endogenous.
For each sample, conventional IV and BVP estimates of the treatment effect of
the endogenous regressor are obtained. The estimates are summarized and
compared based on average absolute bias, as in the IBC-based simulation
exercise for the nonnegative outcome case.

SIMULATION STUDY

In the sequel, we examine the consequences of inappropriate application of the
linear IV estimator to cases in which the underlying data generating process for
the outcome of interest (y) follows a nonlinear regression specification. As we
saw in the literature review, two nonlinear cases in which linear IV is commonly
applied are models in which y is nonnegative, and models in which y is binary.

Nonnegative y and Continuous xp

In order to maintain conformity with the corresponding illustrative example
discussed in the next section, we implement a model in which both the outcome
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of interest and the endogenous policy variable (xp) are continuous. We used the
following regression specification to simulate the nonnegative outcomes data

E ½yjxp; xo; xu� ¼ kðxpbp þ xobo þ xubu; gÞ

¼ g
2

� �
xpbp þ xobo þ xubu

� �
þ 1

� �2
� �1

g

ð1Þ

where E [a|b] denotes the conditional expectation of a given b; xo and xu rep-
resent observable and unobservable confounders, respectively; and the bs and
g are parameters to be estimated. The value of g is unrestricted (i.e.,
�1ogo1). Equation (1) is a variant of the inverse of the flexible form
suggested by Box and Cox (1964). The IBC conditional mean regression
specification was first suggested by Wooldridge (1992) and later implemented
by Kenkel and Terza (2001) and Basu and Rathouz (2005). The IBC functional
form approaches the exponential model as g! 0. When g5 2 and
xpbp þ xobo þ xubu > �1, it reduces to a simple linear regression model.9

In simulating the data, we designated the average marginal effect (AME)

E
@ kðxpbp þ xobo þ xubu; gÞ

@ xp

� �
xp¼x�p

ð2Þ

as both the estimation objective and the basis for evaluation of the
performance of the IV estimator, where E ½ �xp¼x�p

denotes mathematical ex-

pectation evaluated at xp 5 x�p. We simulated 1,000 samples of various sizes

(1,000; 5,000; 10,000; 50,000; 100,000; and 500,000) with the value of g fixed
at an intermediate value between 0 and 2——viz., g5 1.765.10 We applied the
conventional linear IV estimator to each of the generated samples. The IV
estimate of the AME, at any value of xp ðx�pÞ, is the IV estimated coefficient of
that variable. For each sample size, we computed the mean percentage ab-
solute difference between the IV estimated coefficient of xp ðcIVÞ relative to the
true value of the average marginal effect, which is measured as

abs cIV� AME
� �
absðAMEÞ � 100 percent ð3Þ

where abs( � ) is the absolute value function and AME denotes the true value
of the average marginal effect.

For the purpose of comparison, to each sample we also applied a con-
sistent nonlinear 2SRI method based on the IBC regression specification in
equation (1).11,12 Using the 2SRI-IBC results, we consistently estimated AME
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using the following sample analog to equation (2)

dAME ¼
XNj

i¼1

1
Nj

@ kðx�pb̂p þ xoi b̂o þ x̂ui b̂u; g ¼ 1:765Þ
@ xp

ð4Þ

where the Nj denotes the j th sample size (Nj 5 1,000; 5,000; 10,000; 50,000;
100,000; and 500,000), the ‘‘^s’’ denote the 2SRI estimates, and x̂ui is consistent
estimate of xu obtained as a byproduct of 2SRI estimation. Note that both
equations (2) and (4) require that xp be fixed at a known (policy relevant) value
ðx�pÞ. As in the case of the IV estimates, for each sample size, we computed the
average of the percentage absolute bias for dAME, which is measured as13

absð dAME� AMEÞ
absðAMEÞ � 100 percent ð5Þ

To investigate variation in IV bias across the range of the policy variable, for
each sample size, we computed equations (3) and (5) at each of the quartiles of
the simulated distribution of xp. The results in Table 1 demonstrate that for all
three quartiles of xp, substantial bias can result from inappropriate application of
the conventional linear IV estimator to an inherently nonlinear model. More-
over, the bias is not attenuated as the sample size increases. The fact that the
values of equation (5) in the third, fifth, and seventh columns of Table 1 decrease
monotonically as the sample size increases, supports the theoretical consistency
(large-sample unbiasedness) of the 2SRI-IBC estimator.

Binary y and Binary xp

For the case in which y and xp are both binary, we conducted a similar sim-
ulation analysis using the following regression specification to generate the

Table 1: Average Percent Absolute Bias (g5 1.765)

g

x�p 5 1st Quartile of xp x�p 5 2nd Quartile of xp x�p 5 3rd Quartile of xp

IV (%) IBC (%) IV (%) IBC (%) IV (%) IBC (%)

1,000 48.84 7.16 49.14 7.04 53.10 6.93
5,000 47.39 2.99 47.70 2.93 51.77 2.86

10,000 48.61 2.05 48.91 2.00 52.88 1.97
50,000 49.36 0.98 49.65 0.95 53.57 0.93

100,000 49.37 0.69 49.67 0.68 53.58 0.66
500,000 49.01 0.30 49.30 0.29 53.25 0.29

IV, instrumental variables; IBC, inverse Box–Cox.
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data on y

E ½yjxp; xo; xu� ¼ Fðxplp þ xolo þ xuluÞ ð6Þ

where F( � ) denotes the standard normal distribution function, the ls are
parameters to be estimated, xo and xu represent observable and unobservable
confounders, respectively; and xp is binary and generated via the following
probit process

xp ¼ I ðwaþ xu > 0Þ ð7Þ

in which w is a vector of instrumental variables, a is a vector of parameters to
be estimated, and xu is assumed to be standard normally distributed. In sim-
ulating the data, we designated the average treatment effect (ATE)

E Fðlp þ xolo þ xuluÞ � Fðxolo þ xuluÞ
� �

ð8Þ

as both the estimation objective and the basis for evaluation of estimator per-
formance. The sample sizes and number of replications were the same as for
the nonnegative outcome simulations discussed in the previous subsection.
Here again, we applied the conventional linear IV estimator to each of the
generated samples. Similar to the previous simulation study, the IV estimate of
the ATE is the IV estimated coefficient of that variable xp. For each sample size,
we computed the mean percentage absolute difference between the IV esti-
mated coefficient of xp ðfIVÞand the true value of the ATE, which is measured as

abs fIV� ATE
� �
absðATEÞ � 100 percent ð9Þ

where ATE denotes the true value of the average treatment effect.
For each sample, we also estimated the parameters of equations (6) and

(7) via BVP analysis.14 Using the BVP results, we consistently estimated the
ATE using the following sample analog to equation (8):

gATE
XNj

i¼1

1

Nj

Z 1
�1

Fð~lp þ xoi
~lo þ xu

~luÞ � Fðxoi
~lo þ xu

~luÞ
n o

jðxuÞ dxu ð10Þ

wherej( � ) denotes the standard normal density function, the ‘‘ � s’’ denote the
BVP estimates, and Nj is defined as in equation (4).15 We computed the average
of the percentage absolute bias for gATE as16

abs gATE� ATE
� �
absðATEÞ � 100 percent ð11Þ
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The results in Table 2 are similar in implication to those of Table 1. The IV
estimate of ATE is biased and remains so as the sample size increases, while the
bias in the BVP estimator monotonically decreases as the sample size increases.
This latter result reflects the theoretical consistency of the BVP estimator.

Bhattacharya, Goldman, and McCaffrey (2006), as part of their simu-
lation study, examine IV bias when y and xp are binary. Overall, their results
support the use of BVP over IV in this type of model. They show that IV
performs poorly relative to BVP: (1) in their empirical example; (2) if the
observations on y are substantially imbalanced toward 0 or 1 [i.e., p(y 5 1) is
o.16 or >.84]; and (3) when the joint probability distribution underlying
the model is not bivariate normal. The only aspect of their analysis in which
the IV method appears to hold its own relative to BVP is when the true model
has a BVP structure like in the one specified in equations (6) and (7) and
p(y 5 1) is fixed at .5, although even in this case they find that BVP is still less
biased than IV. They find that, although IV bias is larger than that of BVP, the
difference is not substantial. This is not at odds with the results displayed in
Table 2. In their Monte Carlo study, Bhattacharya, Goldman, and McCaffrey
(2006) generate samples of only one size (N 5 5,000) and do not investigate
estimator performance as the sample size increases. Instead, they focus on
differences in bias as the true treatment effect increases. In the context of our
simulation study, a sample size of 5,000 is relatively small and, as can be seen
in Table 2, for the smaller sample sizes we too find the bias differences be-
tween IV and BVP to be unremarkable. As Table 2 demonstrates, however,
the bias problem with the use of the IV method (relative to the nonlinear
method) in this context clearly emerges as the sample size is increased——the
difference between IV and BVP bias widens substantially as the BVP estimate
approaches the true value and the IV estimate remains virtually unchanged.

Table 2: Average Percent Absolute Bias IV versus Bivariate Probit (BVP)

Sample Size IV (%) BVP (%)

1,000 16.13 15.00
5,000 10.65 6.89

10,000 11.75 4.75
50,000 11.30 2.13

100,000 11.17 1.57
500,000 11.40 0.70

IV, instrumental variables.
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ILLUSTRATIVE EXAMPLES

The Effect of Habit Stock on Cigarette Demand: Nonnegative y and Continuous xp

To further elucidate the case involving a nonnegative outcome and a con-
tinuous endogenous regressor, we reestimated Mullahy’s (1997) model of cig-
arette demand using data supplied by the author (a sample of 6,160 men
originally taken from the Smoking Supplement to the 1979 National Health
Interview Survey). We focus on estimating the effect of habit stock (xp) on the
individual’s current daily cigarette consumption (y). Habit stock is a measure
of the accumulated effects of past smoking on present consumption.17 Cig-
arette consumption is measured in packs (20 cigarettes). For this analysis, we
implemented the IBC regression model as defined in equation (1) with xo as a
vector of observable confounders, xu representing the unobservable con-
founders, the bs as the regression coefficients, and g a freely varying unknown
parameter (�1ogo1). The specification of the outcome equation in this
IBC framework encompasses that of Mullahy (1997). He estimated an expo-
nential regression model of the demand for cigarettes. The interesting aspect
of Mullahy’s study is that he cleverly devised and implemented a generalized
method of moments (GMM) estimator that does not require explicit regression
modeling of endogenous regressor.18 Although Mullahy’s GMM approach is
desirable because it can be implemented based on a weaker set of structural
assumptions, Terza (2006) shows that it does not extend to the generic non-
linear framework considered in the present paper.

We first consistently estimated the parameters of the model, including g,
using the 2SRI method. We used the same variable specifications as Mullahy
(1997).19 For the purpose of comparison, we applied the conventional linear
IV method to the following model

y ¼ dpxp þ doxo þ e ð12Þ

where the ds are the parameters to be estimated and e is the regression error
term.20 A few aspects of the estimation results are noteworthy. First the linear
specification is rejected in the IBC context. Specifically, the null hypothesis
that g5 2 is rejected based on the typical Wald test of the estimated value of
that parameter. Second, at the estimated value of g, nearly 33 percent of the
estimated values of xpbp þ xobo þ xubu are o� 1. Also, based on a compar-
ison of the sum of squared residuals from both models, the nonlinear IBC
model provides a better fit than the linear IV specification. Finally, note that
the exogeneity of xp is rejected at the .01 significance level (i.e., the t-statistic for
the null hypothesis that bu 5 0 is equal to � 3.0062).
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To characterize the divergence between the IBC and IV estimates in the
present context, we computed the corresponding difference in the predicted
change in the current number of packs of cigarettes smoked per year that
would result from exogenously decreasing xp (habit stock) to zero starting from
its upper quartile value.21 In other words, we set x�p at its upper quartile (178.3)
value and then exogenously decreased its value to 0. This counterfactual
thought experiment asks ‘‘What if all individuals in the population had a
smoking habit stock equal to the upper quartile?’’ Starting from this hypo-
thetical scenario, how much less would they smoke currently (on average) if
habit stock were exogenously reduced to zero? The answer to this question
will reveal the level of current smoking that is exclusively attributable to a
given amount of past smoking.

To place a relevant policy framework on this, we have to ask what
options are available to convert current smokers’ habit stocks to (effectively)
zero? Taking Mullahy’s habit stock assumptions as a baseline (around 12
cigarettes smoked per day, with a 10 percent per day depreciation in the
stock), an individual who was exogenously forced to stop smoking for ap-
proximately 90 days would have a habit stock of zero (to three significant
digits). Pregnancy is one opportunity for such short-term cessation (see Brad-
ford 2003), where a significant fraction of pregnant women who are smokers
stop ‘‘cold turkey’’ for at least the final two-thirds of their pregnancy. Inter-
ventions on this population toward the end of their pregnancies could take
advantage of the temporary absence of the habit stock pressure to smoke.
Recent research by Volpp et al. (2006) suggests that individuals may be in-
duced to stop smoking for 75 days with cash payments of $200 per person.
Such modest payments mean that encouraging cessation for periods ap-
proaching those needed to reduce the habit stock to zero would be feasible for
many employers and health systems——and potentially highly cost effective.

Using our parameter estimates from Mullahy’s model, at the upper
quartile of the empirical distribution of habit stock, IV predicts a 409 pack
decrease in yearly smoking when habit stock is counterfactually decreased to
zero, whereas the IBC projected reduction is 437 packs——IV falls short of IBC
by 28 packs. This difference is substantial, amounting to nearly a month’s
worth of smoking reduction for an individual who smokes a pack-a-day.

The Effect of Substance Abuse on Employment Status: Binary y and Binary xp

To compare the performance of the IV method with that of BVP in a real-
world context, we estimated a binary version of the model of the effect of
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alcohol abuse on employment status first examined by Mullahy and Sindelar
(1996) and later revisited by Terza (2002). In this case, we have

y ¼ 1 if the individual is employed full-time
0 otherwise

and

xp ¼
1 if the individual is a substance abuser
0 otherwise:

The data used in this example were taken from the National Longitudinal
Alcohol Epidemiologic Survey 1992. The size of the sample is 22,107. The
definitions of the variables and the specifications of xo and w closely mimic
those used by Mullahy and Sindelar (1996) and Terza (2002).22 We estimated
the model defined in equations (6) and (7) using BVP. The ATE as defined in
equation (8) was then estimated using the BVP results and equation (10). The
IV-based ATE estimate was obtained as the coefficient of dp in the relevant
version of equation (12).23 The results yield � 0.16 and � 0.31 as the BVP and
IV estimates of the ATE, respectively. This difference is substantial (IV is
48 percent smaller than BVP) but even more importantly, the former is
statistically insignificant at any reasonable level (t-stat 5 � 1.28) while the
p-value of the latter is o.0001 (t-value 5 � 4.02). Note that the exogeneity of
xp is rejected at the .01 significance level (i.e., the t-statistic for the null hy-
pothesis that bu 5 0 is equal to 3.54). These results are similar to those obtained
by Bhattacharya, Goldman, and McCaffrey (2006) in their illustrative exam-
ple. They find that the IV estimate (� 0.018) substantially underestimates the
treatment effect ‘‘. . . (if the BVP estimate is taken as consistent)’’
(BVP 5 � 0.079, no t-stats are given).

DISCUSSION

In this study, we show that applying the conventional linear IV method when
the true data generating process is nonlinear, may lead to substantial estima-
tion bias. We examined two commonly encountered cases in empirical health
services and health economics research: models with a nonnegative contin-
uous outcome and a continuous endogenous regressor (the nonnegative/con-
tinuous case); and models with a binary outcome and a binary endogenous
regressor (the binary/binary case). For the former, we used the AME as our
basis for comparison, and generated data via a flexible-form nonlinear re-
gression specification. We found that the mean absolute percentage bias from
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using the linear IV method to estimate the AME can be large and is not
attenuated as the sample size increases. Moreover, using real-world data on
the determinants of cigarette demand, we obtained substantially divergent
results using linear IV versus a flexible-form estimator that takes account of the
inherent nonlinearity of the model (the 2SRI-IBC estimator). In the binary/
binary context, we used the ATE as the basis for comparison and simulated
data using a BVP sampling design. Here again, we found that the use of the IV
method can lead to substantial bias, measured in mean absolute percentage
terms, especially in larger samples. As an illustrative real-world example, we
estimated the effect of substance abuse on the likelihood of being employed
and found the IV-based estimate of the ATE to be much smaller than that
obtained via BVP analysis. These results should be taken as a cautionary note
by those who would opt for the use of linear specifications and methods in
inherently nonlinear settings involving endogeneity.
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NOTES

1. For the purposes of this paper, we define the causal effect of xp on y to be the direct
effect of xp on y, aside from all indirect or mediator effects.

2. Habit stock, as defined by Mullahy (1985, 1997), is an index value of depreciated
smoking levels, where smoking (in terms of cigarettes per day) is depreciated at a
rate of 10 percent per day, and where smokers are assumed to consume a constant
level during the time they do smoke. See online Appendix B for the strict definition
of the variant of the habit stock variable used by Mullahy (1997) and here.

3. This problem is known by other names in the literature——e.g., omitted variables
bias, confounding, spurious correlation.

4. See Greene (2003), Chapter 5, or any other modern econometrics text for details of
the IV method.

5. Nonlinearity, as we use the term in this paper, is defined as nonlinearity in the
parameters. Common examples are of the form y 5 M (xp)1n where x is a vector of
regressors, p a vector of coefficient parameters, n a random error, and M ( � ) is a

1114 HSR: Health Services Research 43:3 ( June 2008)



known nonlinear function. This particular regression framework subsumes all con-
ventionally specified qualitative and limited dependent variable models——e.g., probit,
logit, tobit, Poisson, etc. The IV method is indeed appropriate for models that are
linear in the parameters even though they may be nonlinear in the variables.

6. In cases involving nonnegative outcomes and endogenous regressors, the log
transformation is often used to linearize the model (e.g., Cawley 2004). In this case,
retransformation or smearing (Duan 1983) would be required for estimation of the
marginal and incremental effects of the regressors. Retransformation is susceptible
to bias because it necessitates an assumed specification for the conditional distri-
bution of the regression error term. The properties of the smearing estimator in the
presence of endogenous regressors are unknown.

7. We note that Gowisankaran and Town later teamed with Geweke and reestimated
their model in an appropriately designed nonlinear Bayesian framework (see
Geweke, Gowrisankaran, and Town 2003).

8. The reference to Ashford and Sowden (1970) encompasses the use of the bivariate
probit model as a means of consistently estimating a probit model with an endog-
enous treatment effect.

9. When g5 2, equation (1) becomes E ½yjxp; xo; xu� ¼ g ðzÞ ¼ jz þ 1j, where |a | de-
notes the absolute value of a and z ¼ xpbp þ xobo þ xubu. In general, g(z ) is
V-shaped with vertex (� 1, 0), but if z4� 1 then only the positively sloped linear
portion of the function is relevant. In this case, equation (1) becomes the simple
linear regression model.

10. We chose this particular value of g because it is the estimated value of that
parameter in our illustrative cigarette demand application (discussed later).

11. In order to gain computational speed in the simulations, we applied the 2SRI
estimator to each sample with the value of g held fixed at the known value.

12. The 2SRI method has been shown to be consistent (large-sample unbiased) by
Terza, Basu, and Rathouz (2007).

13. The details of expressions (2)–(5), the simulation design, and the 2SRI method can
be found in online Appendix A.

14. Terza and Tsai (2006) show that the model defined in equations (6) and (7) is
identical to a bivariate probit model under a specific reparameterization of the
model.

15. We used quadrature to approximate the required integral in equation (10)——spe-
cifically, the INTQUAD1 procedure in the GAUSS

s

programming language.
16. The details of expressions (6)–(11), the simulation design, and the BVP method can

be found in online Appendix B.
17. For the strict definition of the habit stock variable see online Appendix C.
18. See Hansen (1982) for a detailed explanation of GMM estimation.
19. The definitions of the variables included in the regression specification can be

found in online Appendix C.
20. For details of the 2SRI and IV modeling, including estimation results see online

Appendix C.
21. We chose the upper quartile because there are no cigarette smokers in the sample

at the lower quartile and median values of the habit stock variable.
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22. Definitions of the variables and details of the specifications of xo and w1 can be
found in online Appendix D.

23. For details of the BVP and IV modeling, including estimation results see online
Appendix D.
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