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Clinicians and support staff are faced with increasingly
complex computer applications. This complexity stems
partly from the integration of heterogeneous systems
ranging from computerized patient records to theatre
management and dosage planning applications, and also
from the increased functionality offered by the new
generation of IT systems. Many members of clinical staff
are bewildered by the vast array of configuration options
and operating modes supported by computer based
systems, while manufacturers often feel compelled to offer
more and more software features to retain market position.
These factors combine to create ‘‘usability’’ problems that
have had a direct impact on patient outcomes as well as a
number of indirect effects—for example, the costs of
replacing and upgrading inadequate computer systems
carry significant opportunity costs in terms of services that
might otherwise have been funded. In the future we need to
educate staff to reject substandard computer interfaces
early in the acquisition process; encourage the use of
human computer interaction techniques in health care; and
train staff to recognize the dangers of ‘‘working around’’
poor interface design.
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U
sability is a difficult concept. It describes
the users’ ability to access and operate the
functionality provided by complex systems.

However, designers must consider many issues
in order to achieve this goal. Users must observe
necessary information displayed on output
devices. It must also be physically possible to
provide appropriate input. This can be non-
trivial—for example, when surgeons or anaes-
thetists need to access information during
surgical procedures. Usability also implies the
need to match interaction with the cognitive and
perceptual capacity of the user in their working
environment. For example, an additional audi-
tory warning is unlikely to attract the user’s
attention if they are already surrounded by a
number of concurrent alarms. Similarly, it can be
difficult for users to learn to operate systems that
exploit terms, concepts, and language that have
little meaning for them. In particular, many
healthcare systems seem to assume that clin-
icians will have a detailed understanding of
computer networks and architectures.1

For more than 20 years the fields of
Ergonomics, Human Computer Interaction and

Human Factors have developed tools and tech-
niques to improve the usability of complex
systems. These range from heuristics and guide-
lines to rapid prototyping languages, from
qualitative and quantitative evaluation methods
to contextual and sociological studies, etc. Many
of these approaches create particular problems
when integrated into wider engineering pro-
cesses.2 3 For example, participatory design
encourages the consultation of end users
throughout development. A representative of
the end user community will, typically, be
recruited to join the development team for the
lifetime of the project. This approach is not as
simple as it might appear; developers often have
to balance the competing needs of different user
groups. The members of one department can
oppose the views of their colleagues in another.2

Participatory design techniques provide means of
identifying and resolving such potential conflicts
early in the development process. Other tools can
be used in a more direct manner to ensure that
designers choose appropriate fonts and restrict
their use of colour to reduce the perceptual
problems that affect many computer based
systems.3

There have been a large number of studies and
reports into the usability of healthcare devices in
general.4 Relatively little attention has been paid
to the usability of software systems in the
healthcare domain.5 6 Techniques such as parti-
cipatory design are seldom used. This is regret-
table because computer based applications now
support everything from theatre management
through to the programming of infusion pumps.
Device complexity contributes to the usability
problems of clinical software. It can be difficult
for end users to find the time to learn about the
subtle differences between many different oper-
ating modes and functions. It can also be
difficult to review the thousands of calibration
and configuration procedures that are supported
by complex computer based dialogues spread
across many different forms and menus. These
usability problems are exacerbated by the lack of
well structured documentation and manuals.
Conversely, manufacturers often feel compelled
to offer more and more software features in
order to retain market position. The use of
intermediate medical equipment suppliers can
also make it difficult for manufacturers to
contact their users directly in response to
technical queries or to provide product updates
that might address potential usability problems.1

This paper provide a brief sketch of the
usability problems that can affect healthcare
software. The primary evidence is drawn from
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incident and accident reports. These offer important insights
into the more serious problems that are revealed in clinical
practice. However, it is important also to stress that they only
represent the tip of the iceberg. Many more usability
problems remain hidden because they add to the workload
and stress of healthcare professionals. Clinicians employ
‘‘work-arounds’’ and other forms of coping strategies that
‘‘get the job done’’ in spite of the software that they use.

This paper addresses the following issues:

N There is a tradition of ‘‘making do’’ with poorly designed
software that should be questioned.

N Poor usability has a direct impact on patient outcomes.

N Poor usability also has an indirect impact on opportunity
costs of replacing computer systems.

OPPORTUNITY COST AND THE INDIRECT IMPACT OF
USABILITY ON COMPUTER BASED SYSTEMS
A number of failures have affected the acquisition and
deployment of computer based systems in the UK National
Health Service (NHS). These include the Wessex Regional
Information System Plan, the Hospital Information Support
Systems Initiative, and the Clinical Coding Information
System.1 These failures have complex causes, including
managerial problems and technical difficulties. However,
they all involve a failure to consider end user requirements
early in the development cycle. Arguably the most notorious
of these incidents involved the London Ambulance Computer
Aided Dispatch system. This was intended to provide
ambulance drivers with computer aided support in locating
their destinations as they drove around the UK capital.7 As
the demands on the system rose, information about the
location of each ambulance became increasingly out of date.
This created error messages that were presented to the
drivers. The increasing number of these warnings added to
the users’ frustration with the software. As a result, drivers
became less and less inclined to update essential location and
status information. This, in turn, led to more error messages
and a vicious cycle developed: ‘‘The situation was made worse as
unrectified exception messages generated more exception messages.
With the increasing number of ‘awaiting attention’ and exception
messages it became increasingly easy to fail to attend to messages that
had scrolled off the top of the screen.’’ (South-West Thames
Regional Health Authority Report of the Inquiry into the
London Ambulance Service Computer Assisted Despatch
System, Paragraph 4023).7

The costs of individual health system failures are sig-
nificant but not startling by comparison with other computer
related projects. The London Ambulance Computer Aided
Dispatch System was estimated to cost in the region of $2.2
million and was never fully operational. In contrast, the
London Stock Exchange paid almost $130 million for the
Taurus trading system. This proposed application was
designed around a database of investors and their holdings.
Taurus would have enabled paperless securities trading;
share ownership would have been stored electronically and
no share certificates would have been issued. Securities
companies paid a further $600 million even though no
modules were implemented.8 Although the costs of health-
care systems may appear to be small in contrast to other
national projects, it is important not to underestimate the
cumulative costs of these failures on cash limited national
health systems.9 Research studies in other areas have shown
that the organisations who commission systems regard over
20% of their expenditure on information systems as
‘‘wasted’’.10 There is evidence to believe that this percentage
is even higher within the UK NHS and the US healthcare
system.1 This is because many service providers cannot access

true economies of scale through software reuse. Even in the
UK national system, centralized management cannot
demand that every hospital or GP surgery installs a uniform
set of IT systems. As a result, every trust or general practice
can have its own IT strategy. This has created a mixture of
legacy systems and piecemeal acquisitions.

Given this background and the lack of specialist software
project management expertise, it is hardly surprising that so
many projects fail and that those systems which do succeed
are often barely usable.7 8 A number of initiatives have been
set up to address these problems. The UK National Health
Service Steering Group on Health Services Information was
set up in 1980. This body helped to coordinate the provision
of computer based systems across UK health care. However,
subsequent initiatives including ‘‘Getting Better with
Information’’ and ‘‘Information for Health’’, and ‘‘A Strategic
Framework for Public Services in the Information Age’’ have
focused on the development of new software applications,
the wider provision of terminals, and the extension of
network services. Very little attention has been paid to the
problems of developing computer based systems that can
actually be used by its staff.

The US healthcare system is very different from the UK
NHS model. There is, however, ample evidence that a similar
failure rate affects computer related projects and that many
of these problems stem from usability issues.11 Although the
US system is less centralised, government funded projects
face many of the problems described within the UK NHS. For
instance, the US Department of Veterans Affairs and the
Department of Defense have a combined budget of some $34
billion for the provision of healthcare services. However, they
maintain patient information in separate systems. In
December 1992, Congress proposed the use of an integrated
information technology application to provide ‘‘greater
continuity of care … and save software development costs’’.12

The intention was to deploy the Government Computer
Patient Record (GCPR) system on 1 October 2000. However,
target dates were not met and cost estimates were unreliable.
In September 1999 the GCPR was estimated to cost about
$270 million over its 10 year life cycle. This had risen to $360
million by August 2000. By the end of 2000 the US General
Accounting Office found that ‘‘in the near term, physicians
and other health care professionals would not have access to
comprehensive beneficiary health information across the
agencies, limiting the extent to which the effort will provide
the benefits originally envisioned—including improved
research and quality of care as well as clinical and
administrative efficiencies’’. An interim system was designed
but this suffered from major limitations. For example,
physicians at military treatment facilities will not be able to
view Veteran’s health information or information from other
military treatment facilities. Requested data can take as long
as 48 hours to be received. In consequence, the General
Accounting Office questioned both the usefulness of such
shared information and the overall usability of the interim
system.12

Usability problems are not confined to large government IT
projects. They also affect a host of other health related
systems. For instance, the FDA’s analysis of 3140 medical
device recalls conducted between 1992 and 1998 reveals that
242 (7.7%) were attributable to software failures.13

Subsequent studies have found that this proportion has risen
sharply since this original study.1 Of the software related
recalls in the initial FDA study cited above, 192 (79%) were
caused by software defects that were introduced when
changes were made to the software after its initial production
and distribution.13 The majority of these updates stemmed
from ‘‘usability’’ problems. The FDA concluded that ‘‘soft-
ware validation and other related good software engineering
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practices … are a principal means of avoiding such defects
and resultant recalls’’.13 These findings led to the develop-
ment of best practice guidelines that are intended to ensure
the usability of complex medical devices, including software
related systems.

‘‘If device operation is overly complex or counter-intuitive, safe and
efficient use of a medical product can be compromised… The
application of user interface design principles and participation of
healthcare practitioners in design analyses and tests are very
important. In addition to increased safety, an added benefit of such
practices is the likelihood that good user interface design will reduce
training costs to healthcare facilities.’’14

The final sentence in this quotation from the FDA guidance
document is very important. Rather than looking at the costs
of usability problems, it is important also to look at the
potential benefits of improving end user interaction with
healthcare software. For instance, Karat’s cost-benefit
analysis cites projects where spending $60 000 on usability
engineering throughout development resulted in savings of
$6 000 000 in the first year of operation.15 She argues that
greater savings can be achieved if the same organisation both
develops and uses the software application. The overheads
associated with rewriting the software in response to user
complaints can be reduced. There are also savings in terms of
employees’ time in working around any initial problems with
the system. It is possible to question the basis of such
assertions. They are often derived from extrapolations based
on a small number of high profile projects. However, these
arguments have had a powerful effect in motivating
initiatives such as the usability.gov site run by the US
National Cancer Institute. This provides a useful starting
point for readers who are interested in the underlying
practices and principles of usability engineering.

COPING STRATEGIES TO COMBAT SOFTWARE
USABILITY PROBLEMS
We have shown that usability problems impose significant
financial burdens on healthcare systems in the UK and in the
US. The nature of these problems and the way in which
personnel respond to them is now studied in more detail.

For instance, clinicians and technicians have developed a
range of coping strategies to overcome the poor design of
many user interfaces. These strategies include a reliance on
local experts who themselves may have only a rudimentary
grasp of the software they are using. Coping strategies also
include the development of unofficial ‘‘local’’ manuals that
replace those published by the manufacturer. These can
suffer from omissions and errors that undermine the safety
of many applications. For instance, a recent study of an adult
intensive care unit observed that portable monitors were
being used when patients were transferred between wards.16

On one occasion the monitor switched itself off with a ‘‘BATT
COND’’ warning even though there appeared to be sufficient
power to drive the device. The user manual revealed that the
battery must be replaced after the 50th time it is used, even if
there is sufficient charge for the monitor to operate.
Unfortunately, there was no way for clinical staff to
determine how often a battery had been used. This represents
a design failure. The device must record the number of times
it has been used in order to trigger the ‘‘BATT COND’’
warning. It should have been a relatively trivial matter to
present this information to nursing staff—for instance,
through the patient monitor display. Staff lacked the time
necessary to record each time they used a particular battery
pack and so they eventually resorted to a more ad hoc coping
strategy. Quickly removing and replacing the battery during
patient transfers could suspend the device warning. Such
‘‘work-arounds’’ typify many interactions with clinical
systems.1 17 However, they carry a number of risks. For

example, the limit of 50 operations is based upon the
manufacturer’s predicted safe life for the battery. It is likely
that at some point a battery will have insufficient power to
drive the monitor after being reinserted by nursing staff.
Similarly, there is a danger that, over time, staff may ‘‘trick’’
the device into going well beyond 50 operations. There are
economic pressures to extend the life of many devices. They
might also be tempted to continue ‘‘tricking’’ the device if
replacement batteries are in short supply. The incentives to
exploit these coping strategies only increase if staff members
feel that the ‘‘50 use’’ limit is too conservative a constraint on
the everyday use of the device. Such coping strategies need
not directly threaten the safety of the patient being moved.
However, previous adverse events have shown that such
behaviours can combine with other monitoring failures with
far more serious consequences.1

SOFTWARE COMPLEXITY AND THE LIMITATIONS OF
COPING STRATEGIES
The impact of usability problems on the operators of
healthcare systems can be seen in many incident reports.
For example, the account shown in box 1 is taken from the
Manufacturer and User Facility Device Experience database
(MAUDE). The Centre for Devices and Radiological Health
(CDRH) within the US FDA is responsible for maintaining
this system. MAUDE is updated every quarter with voluntary
reports of adverse events involving medical devices. The
following account focuses on a centralised patient monitoring
system. It shows that the complexity of many applications
can prevent users from diagnosing potential problems. This
reduces the risks associated with inappropriate coping
strategies because it can be difficult to identify ‘‘work-
arounds’’ if users cannot explain the problems they observe.
Such ‘‘gains’’ are, however, outweighed by the usability
problems that arise when healthcare software suffers
apparently random failures. In this incident the data
associated with one patient would be appended to the record
of a different patient if the first patient was moved from one
monitoring point to another in the hospital. However,
clinicians had great difficulty in recreating the conditions in
which this failure occurred. The data would only be
incorrectly appended to the record of a different patient if
the first patient was entered in ‘‘AUTOADMIT’’ mode. The
problem would not happen if ‘‘MANUAL ADMIT’’ had been
used. The problem did not occur if the first patient was
returned to the same monitoring point—for example, after
treatment elsewhere in the hospital—if no new patient had

Box 1

In software VF2, if a patient is set up in ‘‘autoadmit’’ mode,
parameter data are automatically stored in the system’s full
disclosure database. If the patient is later removed (but not
discharged) from original admission bed/network location,
data collection is temporarily deactivated (for example,
during relocation or transport to laboratory). The patient may
in fact be discharged after disconnecting the monitor from the
network. It is at this point that patient data are automatically
moved from full disclosure to the company’s database feature
(as this would also occur when a patient is discharged). The
problem presents itself when a new patient is admitted to the
same bed/network location but the original patient was
never discharged while connected to that location. The new
patient admission begins storing data in the full disclosure
database appropriately. However, in parallel, the database
incorrectly begins appending new patient data on top of the
old patient’s data record …
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been entered for that point in the meantime. None of this
affected the real-time monitoring alarm system. Even once
the company had identified the context in which the incident
occurred, further work was required to trace the root causes
of the problem. In the meantime it would have been difficult
for clinicians and administrators to be sure whether the
problem arose from their use of the software or from a design
flaw in the development of the system.

These incidents show that many usability problems stem
from the inability of suppliers and manufacturers to
anticipate clinical requirements. For example, the developers
of the mobile patient monitoring system failed to predict that
nurses would need to check how many times a battery pack
had been used before making a patient transfer. The incident
described in box 1 illustrates how further problems can be
introduced when suppliers attempt to satisfy unanticipated
clinical needs. The bug in the patient database was
introduced when the initial system was rewritten to meet
customer demands to record patient data as they moved from
place to place in a hospital.

COMMUNICATION BREAKDOWN AND SOFTWARE
USABILITY
User interface design techniques often emphasize the need
for designers to consult with users at a relatively early stage
in the development process. They should then go back and
validate any designs with those users as they move towards
implementation. User testing provides feedback on whether
people can actually operate the intended functionality of a
system. It might be argued that manufacturers and suppliers
of healthcare software have ignored these development
principles, given the usability problems that affect many of
their products. However, things are seldom this simple. For
example, the report in box 2 describes how the drug
calculator of a medication assistant in a patient monitoring
application would occasionally round up values to a second
decimal place. The users complained that this could easily
result in a medication error and that the manufacturer was
failing to acknowledge the problem. The manufacturer
initially responded that vigilant nursing staff ought to notice
any potential problems when calculating the medication. The
clinicians countered this by arguing that they had explicitly
taught nursing staff to trust the calculation function as a
means of reducing human error (see MAUDE text key
1526689). However, the clinician’s perspective on ‘‘usability
problems’’ cannot always be taken at face value. Subsequent
reports from the device manufacturer stressed that clinicians
can configure the resolution of medication measurements
through a unit manager menu (box 2).

Clinicians often complain that software does not support
their basic requirements. However, many healthcare systems
can be used to achieve the functionality they desire.

Clinicians and technicians typically lack the time and
opportunity to learn how to access these features. On the
one hand it can be argued that clinicians should take more
time to read the supporting documentation that accompanies
any new device. Equally, it might be argued that the user
interface design has failed if clinicians cannot work out how
to access core functionality. Clinicians should be prompted to
review the documentation supporting the equipment that
they use and the manufacturer should assess the usability
both of the device and any associated training material.
Experience in user interface design has shown that such
problems occur even when user testing has been performed
early in the development process. For example, most mass
market operating systems have configuration options that
cannot be used by the majority of consumers. More
significantly, the incident illustrates the way in which
usability related adverse healthcare events often stem from
a breakdown in communication between the manufacturer
and the clinician. The concern is not so much that the
usability problem existed in the first place; the clinicians did
not know how to configure the resolution used to measure
individual medications. Rather, the concern is that neither of
the parties involved in this incident seemed to view their
dialogue as an opportunity to improve the existing design of
the software application. Their focus was more on criticism
and defence than on redesign. The remedial action of
retraining the end users would not prevent other clinicians
from suffering similar problems in the future.

MONITORING BIAS AND THE INDIRECT IMPACT OF
USABILITY ON SAFETY
The previous incident has shown that communications
breakdown between manufacturer and user can lead to short
term solutions for underlying usability problems.
Fortunately, national regulators and patient safety agencies
are beginning to establish mishap reporting systems that can
be used both to monitor and respond to such problems. It
may not be possible for these agencies to intervene directly
and recommend the redesign of particular proprietary
systems. It is, however, possible to encourage a greater
emphasis on interface design during product development.
For instance, the UK National Patient Safety Agency has
begun to deploy a system for eliciting confidential reports of
adverse medical events including human ‘‘errors’’. It is
anticipated that many of these apparent ‘‘errors’’ can be
traced back to usability problems with healthcare devices
including software controlled systems. There is a paradox,
however. In order to gain a better insight into the usability
problems that affect clinicians and healthcare technicians, it
is vital that national patient safety agencies first develop
usable reporting systems. Usability problems have affected
previous systems for collecting information about adverse
healthcare events. For example, the FDA describes how a risk
manager, JC, attempted to use their coding manual to submit
a report of an incident in which a violent patient in a
wheelchair was suffocated through the use of a vest restraint
that was too small. The resulting classification of 1702
(amputation) and 1908 (hypertension) provided few insights
into the nature of the incident:

‘‘She scans the list of event terms, which was detached from the
rest of the coding manual ... She muses: ‘Mr. Dunbar had OBS which
isn’t listed in these codes; he had an amputation which is listed; he
had diabetes which isn’t listed; and he had hypertension which is
listed’. JC promptly enters 1702 (amputation) and 1908 (hyperten-
sion) in the patient codes. She then scans the list for device-related
terms ... She reviews the terms, decides there was nothing wrong with
the wheelchair or the vest restraint, and leaves the device code area
blank.’’18

Box 2

This is the best method for clinical staff; it pre-configures drug
calculations and allows settings to reflect how drugs are
prepared by the pharmacy. The customer was told that drug
concentration rounding to nearest hundredths could be easily
addressed in unit manager setup to reflect higher resolution,
thereby addressing any concern of a rounding issue. The
manufacturer has reviewed the customer’s concern and has
determined that ‘‘drug calculations’’ feature is functioning as
design. Additionally, the manufacturer has reviewed with the
customer the user’s ability to change units of measure to
achieve desired resolution. The device is performing as
designed.
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The problems of entering and coding information about
adverse incidents are exacerbated when these systems are
transferred from paper based forms to computerized applica-
tions. It can be more difficult to read and navigate online
documents than their more conventional counterparts.
Careful thought must be given to the use of appropriate
layouts, fonts, colours, etc.19 Designers must also consider
issues such as the display resolution of the devices that are
available to those who use the forms. For example, in 2002
approximately 45% of all US internet users had access to
systems with 10246768 resolution, 50% had 8006600
displays, 2% had 6406480. There are no comparable figures
for the proportion of devices in each category within the US
or UK health service. However, at least one national
healthcare reporting system can only be displayed on
monitors of 10246768 resolution or higher. The same system
also uses combinations of reds and greens to display the
contributor’s assessment of the criticality of the incident that
they were reporting. Introductory courses on user interface
design would advise developers to avoid such colour
combinations because colour blind users cannot easily
distinguish them. The key point is not to make arbitrary
criticisms of the computer based reporting systems that are
being developed by patient safety agencies in the UK and the
US; these systems are no different from any of the other
health related software described in this paper. Unless
adequate resources are devoted to user interface develop-
ment, clinicians and technicians will quickly abandon these
applications just as they have abandoned many previous IT
systems.

CONCLUSION AND FURTHER WORK
Clinicians and support staff are faced with increasingly
complex computer applications. This complexity stems partly
from the integration of heterogeneous systems ranging from
computerized patient records through to theatre manage-
ment and dosage planning applications. Complexity also
stems from the increased functionality offered by this new
generation of IT systems. Many members of clinical staff are
bewildered by the vast array of configuration options and
operating modes that are supported by computer based
systems. Conversely, manufacturers often feel compelled to
offer more and more software features in order to retain
market position. These problems are exacerbated by the
market structure for many healthcare devices in both the US
and the UK. End user requests for information about
potential problems must first be relayed via suppliers and
distributors before they reach the original manufacturers.
This process can introduce delays and inaccuracies that
further frustrate the groups and individuals who must
operate healthcare related software systems.

Usability problems are not simply inconvenient or irritating
to end users; they can also have a direct impact on patient
outcomes. For example, poorly designed displays can make it
difficult for clinicians to correctly read the units of a
recommended dosage for particular medications. Similarly,
there have been several adverse outcomes associated with
systems that appended one set of records to another patient’s
notes.1 Usability problems also have a number of indirect
effects—for example, the costs of replacing and upgrading
poorly designed software carry significant opportunity costs
in terms of the systems and treatments that might otherwise
have been funded. We have cited examples such as the UK
Clinical Coding Information System and the US Government
Computer Patient Record system, both of which have
absorbed significant sums of time, money, and staff expertise
and have yet to yield ‘‘usable’’ systems.

We have identified a paradox that affects the reporting of
usability problems in US and UK health care. If clinicians and

technicians cannot use the new reporting systems that are
being encouraged by national patient safety agencies, then
there is a danger that they will be abandoned like many
previous IT systems. In other words, in order to identify where
usability problems exist, we must first design a usable reporting
system. The initial signs have not been universally encouraging.
A number of prototype systems have lacked input from
experienced user interface designers and have lacked end user
involvement at key stages in their development. There is,
however, evidence that the US and UK patient safety agencies
are aware of these problems. For example, the first human
computer interaction specialist has recently been appointed to
the staff of the UK National Patient Safety Agency.

The underlying message in this paper is that healthcare
professionals should take a more active interest in usability
engineering. This does not imply that clinicians need to become
skilled in user interface design. It does, however, imply that
there should be a more basic understanding of those features
that are likely to make one system more usable than another.
For example, the fact that one device has more operating
modes than another does not necessarily mean that it will be
easier to use. There is little point in paying for additional
features if no one can ever learn how to use them. Given the
importance of software controlled devices and the opportu-
nities for errors that they afford, it seems reasonable to propose
that some training be offered in underlying principles of
human computer interaction, human factors, and usability
engineering. This would mirror recent initiatives within the
field of aviation where Crew Resource Management courses
routinely assess flight crew interaction with digital systems and
with their co-workers under a range of operating scenarios. The
formal training associated with these courses routinely
includes material on the causes and consequences of usability
problems involving digital systems.20

Unless clinicians and healthcare technicians seek more
help or become better informed about human factors, there is
little prospect that these problems will be resolved. In
particular, there is a culture of ‘‘making do’’ in many areas
of health care.17 Clinicians are skilled at developing ad hoc
solutions and ‘‘work-arounds’’ to improvise for the short-
comings of many devices. However, these skills can hide
underlying usability problems that consume the finite time
and patience of clinical staff and may ultimately create
problems for patient safety.16 There is also a danger that
future generations of more complex software controlled
devices will erode the opportunities for tailoring new systems
to match the particular demands of clinical practices after
they have been delivered to healthcare organisations.1

For manufacturers and suppliers, there is a need to exploit
user centred design techniques throughout the development
cycle. Rapid prototyping and iterative testing with potential
end users should guide all major design decisions. Greater
care should be given to the documentation and training
provided with increasingly complex systems. There should be
a new realism about the resources of time and patience
required to master software related systems. Above all, it is
important to ensure that the dialogue between clinicians,
technician, suppliers, and manufacturers can be used to
inform the subsequent development of healthcare software.
All too often, reports of usability problems are either
dismissed as training related issues or are ignored because
the device functioned as intended even if the user thought it
had failed.

Competing interests: none.
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