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Abstract
The paper focuses on two estimation methods that have been widely used to address endogeneity in
empirical research in health economics and health services research B two-stage predictor
substitution (2SPS) and two-stage residual inclusion (2SRI). 2SPS is the rote extension (to nonlinear
models) of the popular linear two-stage least squares estimator. The 2SRI estimator is similar except
that in the second stage regression, the endogenous variables are not replaced by first-stage predictors.
Instead, first-stage residuals are included as additional regressors. In a generic parametric framework,
we show that 2SRI is consistent and 2SPS is not. Results from a simulation study and an illustrative
example also recommend against 2SPS and favor 2SRI. Our findings are important given that there
are many prominent examples of the application of inconsistent 2SPS in the recent literature. This
study can be used as a guide by future researchers in health economics who are confronted with
endogeneity in their empirical work.

1. Introduction
Endogeneity of regression predictors is a common problem in many areas of applied
economics, including health economics and health services research, as these fields rely heavily
on observational data. Endogeneity arises owing to problems such as omitted confounder
variables, simultaneity between a predictor and the outcome, and errors in regression
covariates. Instrumental variables (IV) methods form a common body of approaches to handing
such endogeneity. The theoretical and methodological literature guiding the use of IVs in linear
regression models is large and serves as the basis for most practitioners’ understanding of the
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7Note that this feature of 2SRI also holds true in the nonlinear case. Therefore, the exogeneity of xe can be tested via a conventional
Wald-type statistic for H0: βu1 = βu2 = … = βuS = 0.
13The complete details of the sampling design will be supplied upon request.
18Mullahy (1997) sets the coefficient of xu (βu) equal to 1. It is not identified and is therefore irrelevant in his model.
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assumptions and implementation of IV models. In many health economics and health services
research problems, however, linear regression models are now being replaced by nonlinear
regression models, including generalized linear models, as these models are often more
appropriate for limited-dependent variables, count variables and skewed distributions such as
healthcare costs.

Despite the growing use and appreciation of nonlinear models among empirical researchers in
health economics and health services research, there appears to be some confusion surrounding
the applications of IV methods in the context of these models. The goal of the present paper is
to address this concern while at the same time unifying earlier results under a common nonlinear
modeling framework. We carefully examine two instrumental variables (IV) based approaches
to correcting for endogeneity bias in nonlinear models -- two-stage residual inclusion (2SRI)
and two-stage predictor substitution (2SPS) -- focusing especially on a class of nonlinear
models that have been widely exploited in empirical health economics and health services
research. We show the consistency of the 2SRI estimator in this class of models and
reemphasize the inconsistency of the alternative 2SPS approach. Our goal is to demonstrate
the superiority of the 2SRI method, to guide applied researchers in carrying out 2SRI estimation
when they are trying to address endogeneity in nonlinear models, and to help them understand
why they should steer away from the popular 2SPS approach.

2SPS is the rote extension to nonlinear models of the popular linear two-stage least squares
(2SLS) estimator. In the first-stage of 2SPS, auxiliary (reduced-form) regressions are
estimated, and the results are used to generate predicted values for the endogenous variables.
The second-stage regression is then conducted for the outcome equation of interest after
replacing the endogenous variables with their predicted values. The 2SRI estimator has the
same first stage as 2SPS. In the second stage regression, however, the endogenous variables
are not replaced. Instead, the first-stage residuals are included as additional regressors in
second-stage estimation. This method was first suggested by Hausman (1978) in the linear
context as a means of testing for endogeneity. We focus on these two methods because both
have been applied in empirical studies in health economics and health services research. Indeed,
these models can be easily implemented using any modern statistical software package

We begin, in the next section with detailed descriptions of the methods within a unified
modeling framework. This framework extends the two-stage least squares (2SLS) linear
modeling framework for instrumental variables to nonlinear outcome and/or auxiliary models,
encompassing many parametric nonlinear models that are commonly used in empirical health
economics and health services research. The statistical properties of the two alternative
methods are more formally examined in section 3. There, we note that although the two methods
produce identical results in the fully linear model (a special case of the broader class of models
we consider), they do not coincide in the generic nonlinear model. Moreover, we show why
2SRI is generally statistically consistent in this broader class, but 2SPS is not. In section 4, we
compare the methods using simulated data in the context of two interesting nonlinear models
involving endogenous regressors. The results reflect the theoretical consistency of 2SRI and
the lack thereof for 2SPS. Further comparisons are drawn between the methods in section 5,
wherein we re-estimate Mullahy’s (1997) exponential regression model of the effect of prenatal
smoking on birthweight using a more flexible functional form. The 2SPS and 2SRI estimates
differ substantially. The final section summarizes and concludes. The theoretical consistency
of 2SRI, the results of the simulation analyses, and the findings from re-estimation of Mullahy’s
(1997) model all support the use of 2SRI over 2SPS.
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2. The Modeling Framework and Estimation
2.1 The Model

We employ the following nonlinear modeling framework. The main, and minimal, assumption
of the model is that the conditional mean of the outcome (y) is of the form

(1)

where M(•) is a known nonlinear function, and we distinguish among three types of regressor:
xe = [xe1 xe2 … xeS] denotes a 1×S vector of endogenous regressors; xo = [xo1 xo2 … xoK] is
a 1×K vector of observable exogenous regressors (observable confounders); and xu = [xu1
xu2 … xuS] is a 1×S vector of unobservable confounder latent variables (omitted variables)
that influence the outcome y and are correlated with the endogenous variables.
Correspondingly, βe and βu are S×1 vectors, and βo is a K×1 vector of unknown regression
parameters. Letting  be the corresponding column vector, the regression model
corresponding to (1) is

(2)

where e is the random error e, tautologically defined as e = y − M(xeβe + xoβo + xuβu) so that
E[e | x] = 0.

At issue here is the correlation between xe and xu – this is the essence of the endogeneity
problem. To formalize the relationship between xe and xu, and thereby provide a means for
dealing with endogeneity bias through the use of instrumental variables (IV), we define the
following set of (possibly) nonlinear auxiliary (or reduced form) equations:

(3)

where w = [xo w+], w+ = [w1
+, …, wS+

+] is a 1×S+ vector of identifying IV, and αs is a (K
+S+)×1 column vector of parameters. The elements of w+ must satisfy the following three
conditions: 1) they cannot be correlated with xu; 2) they must be sufficiently correlated with
xe (i.e., they must not be “weak”); and 3) they can neither have a direct influence on y nor be
correlated with the error term in (2). Also there must be at least as many elements in w+ as
there are endogenous regressors in (2) (i.e., S+ ≥ S).1

Theoretical and applied econometric studies that implement the nonlinear model specification
(2) abound in the health economics and health services research literatures.2 In the remainder
of this section, we examine two alternative ways to estimate the parameters of the model in
(2)–(3): two-stage predictor substitution (2SPS) and two-stage residual inclusion (2SRI).3
Both methods extend the familiar linear two-stage least squares (2SLS) method to the nonlinear

1The model can be generalized in a number of ways. First, it can be extended to allow: the outcome (y) to be vector-valued; multiple
regression indexes (i.e. xβ is a vector); and multiple auxiliary regression indexes (i.e. wα is a vector). Secondly, this nonlinear framework
constitutes the most parametrically parsimonious specification of the regression of y on x – i.e. only the key conditional mean regressions
are specified [(2) and (3)]. The model can, of course, be more fully specified by positing higher-order conditional moment restrictions
(heteroskedasticity, skewness, kurtosis, etc). Indeed, the model can be made fully parametric by specifying the joint probability density
function of (y | x) and (xe | w). A more general version of the model, incorporating these features, can be found in an appendix that will
be supplied upon request. All results presented here for the simple model in (2) and (3) are valid for, and can easily be extended to, the
general model.
2See Terza (1994 a and b), Coulson et al.(1995), Neslusan et al. (1999), Treglia et al. (1999), McGeary and French (2000), Kenkel and
Terza (2001), Terza (1998, 1999, 2002), DeSimone (2002), Pryor and Terza (2002), Basur et al. 2004, Norton and Van Houtven
(2006), Gibson et al. (2006), Terza (2006 a and b), Terza and Tsai (2006), Shin and Moon (2007), Shea et al. (2007), Stuart et al.
(2007), Lindrooth and Weisbrod (2007), and Terza (2007).
3Terza (2006a) shows that the GMM cannot, in general, be directly applied to the model defined in (2).
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model defined in (2)–(3), and both have been applied in the health economics and health
services research literature.

2.2 Two-Stage Predictor Substitution
The two-stage predictor substitution (2SPS) method is straightforward and simple to implement
in the context of the model defined by (2)–(3). In the first stage, obtain consistent estimates of
the vectors αs (α̂s) by applying the nonlinear least squares method (NLS) or any other consistent
estimation technique to auxiliary equations (3). Next, compute the “predictors” of xe1, …,
xeS as

(4)

Correspondingly, define the “residuals” in these models as

(5)

In the second stage estimate  apply NLS to

(6)

where x̂e = [x̂e1 x̂e2, …, x ̂eS], γe is S×1, γo is K×1, and e2SPS denotes the regression error term.
Consider, for instance, the linear case in which (1) becomes

(7)

In addition, assume that the auxiliary equations (3) are linear, i.e.

(8)

In this case, 2SPS is identical to the popular two-stage least squares (2SLS) [or linear
instrumental variables (IV)] method and is, therefore, consistent (Greene, 2003). For a heuristic
understanding of how 2SLS works, consider the linear regression model obtained by combining
(2) and (7). The problem with naïve OLS regression of y on [xe xo] (ignoring the unobserved
confounders xu) is that the error term in this regression is equal to (xuβu + e); this regression
error is correlated with xe, thereby introducing bias in the OLS estimators of the coefficients
of [xe xo]. 2SLS works by replacing xeβe in (2) with (x̂eβe + x̂uβe) and then relegating x̂uβe to
the error term. The error thus becomes (x̂uβe + xuβu + e) which is easily shown to be uncorrelated
with the regressors x̂e and xo.

As we discuss formally in section 3, the consistency property of 2SLS in the fully linear models
does not generally extend to the use of 2SPS in nonlinear models. The reason for this hinges
on the fact that, in the nonlinear case, neither xuβu nor x ̂uβe is additive in the model [i.e. they
are “inside” the function M(•)]. Therefore, neither of these terms can simply be moved
“outside” of M(•) to become part of the error term e in (2). Applications of inconsistent 2SPS
methods in nonlinear health econometric contexts can be found in many papers in health
economics.4,5 The 2SRI method, discussed next, addresses the limitation of 2SPS in nonlinear

4See Burgess et al. (2002), Cawley (2000), Ettner et al. (1999), Fox (2002), French, Roebuck, and Alexandre (2001), Holmes and Deb
(1998), Howard (2000), Lu and McGuire (2002), Meer and Rosen (2004), Register and Williams (1992), and Savage and Wright
(2003). Applications of questionable 2SPS methods outside of health economics can be found in Greene (1998) and Gramm (2003).
5Lee (1979, 1981) has developed a 2SPS method that is consistent under special conditions when the outcome is binary and the endogenous
variable is continuous. Bollen et al. (1995), Norton et al. (1998), and Mroz et al. (1999) apply this method.
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models through an alternative approach to the problem that is equivalent to 2SPS in the fully
linear model.

2.3 Two-Stage Residual Inclusion
An alternative implementation of the two-stage IV approach in nonlinear models is the two-
stage residual inclusion (2SRI) method. The first stage of the 2SRI estimator is identical to that
of 2SPS. The second stage of the estimator applies NLS to the following version of (2)

(9)

where e2SRI is the regression error term, and where x̂u is as defined in section 2.2. Note that
the actual observed value of the endogenous regressors xe are maintained in the second stage
regression model while the residuals from the auxiliary regressions are substituted for the
unobserved confounders xu.6 The reason that 2SRI works is simple: if the auxiliary regression
parameters (αs) were known then, by (3), the values of xu would also be known and could be
included among the observable controls in NLS estimation. In short, and the endogeneity of
xe would cease to exist. Although we do not know α, we can consistently estimate it and thereby
obtain very good estimates of the true xu’s.

In the linear case defined by (7) and (8), like 2SPS, 2SRI is identical to the popular two-stage
least squares (2SLS) [or linear instrumental variables (IV)] method and is, therefore, consistent.
The 2SRI method is not new. It was first proposed by Hausman (1978) as a means of directly
testing for endogeneity in the model defined in equations (7) and (8). In this case, because 2SRI
is identical to 2SLS, it is consistent for βe and βo. It is also easy to show that 2SRI yields a
consistent estimate of βu in the linear case.7 Consistent 2SRI methods for specific nonlinear
models have been developed by Blundell and Smith (1989,1993),Newey (1987),Rivers and
Vuong (1988), and Smith and Blundell (1986). Wooldridge (1997,2002) suggests the use of
the 2SRI method for count data models. Examples of the use of the 2SRI method in health
economics can be found in DeSimone (2002),Baser et al. (2004),Norton and Van Houtven
(2006), Shea et al. (2006), Stuart et al. (2007),Gibson et al. (2006),Shin and Moon (2007), and
Lindrooth and Weisbrod (2007).8

In what follows, we formally show that 2SRI is generally consistent in the broad class of models
with endogenous regressors characterized by (2)–(3).

3. Formal treatment of Consistency Properties of the Estimators
As discussed earlier, in the linear model 2SLS = 2SPS = 2SRI. Therefore, all three methods
are consistent. These identities do not, however, hold in the generic nonlinear case so the
consistency of each method must be individually examined. To prove the consistency of 2SRI,
we cast it as a special case of the generic two-stage optimization estimator (see Newey and
McFadden, 1994; White, 1994, Chapter 6; or Wooldridge, 2002, Chapter 12). For simplicity
of exposition, let us assume that xe and xu each have only one element (i.e. the model involves
only one endogenous variable [S = 1]); extension to the higher-dimensional case is
straightforward. In this case, there is one auxiliary regression equation and only one vector of
auxiliary parameters (α) to be estimated [i.e., xe = r(wα) + xu]. In what follows, we will ignore
estimation of the auxiliary regression parameters (α) because, given (3), we can obtain

6The 2SRI estimator can be cast as a special case of the conventional generic two-stage optimization estimator. Therefore, its asymptotic
properties (in particular correct asymptotic standard errors) follow directly from the discussions found in Newey and McFadden
(1994), White (1994, Chapter 6), or Wooldridge (2002, Chapter 12). Alternatively, the standard errors of the 2SRI estimator can be
obtained via bootstrapping.
8Other applications of 2SRI outside of health economics can be found in Burnett (1997), Alvarez and Glasgow (1999), McGarrity and
Sutter (2000), and Petrin and Train (2006).
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consistent estimates of α via NLS. Abstracting from the estimation of α, and couching the
discussion in the OE context, it follows that the second-stage NLS 2SRI estimator is consistent
for the value of  that optimizes

(10)

Therefore, establishing the consistency of the 2SRI estimator for β, as defined in (2), amounts
to showing that β is equal to the specific value of λ that optimizes (10). Now, given the
properties of the identifying IV (w+) we can replace (1) with

(11)

Therefore, β is the parameter value at which M(•) is equal to the conditional mean of y given
xe, xo, xu, and w+. Following Goldberger (1991, p.53) it follows that β is best predictor
parameter vector value under the mean squared error criterion. In other words, β is the optimizer
of (10). The consistency of NLS 2SRI for β is thus established.

A similar line of reasoning for the 2SPS estimator breaks down. In the OE framework, the NLS
2SPS estimator is consistent for the value of  that optimizes

(12)

At issue here is whether βe and βo as defined in (11) are equal to the optimizing values of δe
and δo, respectively, for (12). We could in this case make the “best predictor” argument, as we
did for 2SRI, if we could establish that E[y | w] = M(r(wα)βe + xoβo). But this is not possible,
in general. The problem is that, although by definition E[xu | w] = 0 (one of the properties of
the IV), the term xuβu cannot, in general, be eliminated from (11) by conditioning on w because
it is “inside” the nonlinear function M(•).9

The general inconsistency of 2SPS in the context of the model defined in (2)–(3) leads one to
speculate about the possibility of specifying a similar nonlinear parametric model for which
2SPS would be consistent in the presence of endogeneity. We were unable to come up with an
equally general specification and, given the analyses in the present section (and the
supplementary appendices available from the first author upon request), do not believe that
such a specification exists.10

4. Simulation Analysis
As a follow-up to the discussion in the previous section, we explore potential biases from 2SPS
relative to 2SRI estimation using simulated data in a few interesting nonlinear models involving
endogenous regressors. Each of these examples is inspired by a published study in the health
economics literature.

4.1 A Duration Model with Multinomial Endogenous Treatments
Gowisankaran and Town (1999) seek to estimate the effect of hospital choice on patient
mortality hazard rates. In order to deal with the potential endogeneity of the hospital choice
variables, they linearize both the hazard model and the multinomial model of inpatient choices,
and implement the conventional linear IV method. They justify this approach by stating that

9A formal proof of the general inconsistency of 2SPS is available from the authors upon request. In this supplementary appendix, we
also discuss a special case in which 2SPS is consistent.
10One might, for instance, consider the nonsymmetric additive model wherein  as a candidate for
consistent 2SPS estimation. Kelejian (1971), however, proves that 2SPS is generally inconsistent in such models.
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“The reason that we use a linear probability model instead of a more common Weibull or
Lognormal specifications for the hazard model is that it is extremely difficult to use nonlinear
models such as these with endogenous variables” (p. 754). Such a model can be specified as a
special case of our modeling framework, and consistently estimated via the 2SRI method.11

To illustrate this point, we constructed a simulation design in which the data generating process
for y is assumed to be Weibull distributed, conditional on xe, w, and xu; and xe = [xe1 xe2]
where xej is binary with value 1 if and only if the jth multinomial logit (MNL) alternative is
manifested (xej = 0 otherwise).12 Note that there are actually three possible MNL outcomes in
this model (j = 0, 1, 2) but under the usual identification restriction, the model has been
normalized on one of the outcomes (j = 0). Using this sampling design, we generated 1000
samples of size n = 5,000 and to each of them applied four different estimators: 1) True Model
– maximum likelihood estimation (MLE) based on the actual model used to simulate the data;
2) Naïve Model -- MLE ignoring the unobservable confounders (xu); 3) 2SPS; and 4) 2SRI.13
Using the results from each of these models, we estimated the following average treatment
effects as a basis for comparison of estimator performance14

(13)

where yxeω=1 denotes the random variable representing the counterfactual outcome as it would
be under the exogenously imposed xeω = 1 scenario.15

The results of our simulation analysis are displayed in Table 1. For each of the True, Naïve,
2SPS, and 2SRI estimators we give the percent absolute bias of the estimated value of (13)
relative to the corresponding true values across the 1000 simulated samples. The differences
between 2SPS and 2SRI in the estimation of the average effects in (13) are striking. The mean
overall bias for the 2SPS estimated average effects (the simple average of the first three entries
in the 2SPS column of Table 1) is 36% as compared to 8% for 2SRI (as a baseline for
comparison, note that this value is 8% for the True Model). To investigate the theoretical
prediction that the 2SRI estimates should converge toward the true values as the sample size
increases, we also simulated 1000 replicates of size 20,000 and repeated the estimations. These
results, given in the bottom half of Table 1, comport with the consistency of the 2SRI estimator
and the lack thereof for 2SPS. Huge differences between 2SPS and 2SRI with regard to bias
in the estimation of the average effects persist despite the increase in sample size. The overall
bias for 2SPS (the simple average of the last three entries in the 2SPS column of Table 1)
remains high at 27% but drops to 1.3% for 2SRI (the analogous value for the True Model is
1.3%).

4.2 Ordered Logit with a Count-valued Endogenous Treatment
Lu and McGuire (2002) seek to estimate the effect of treatment on subsequent substance abuse.
The ordinal outcome in their model can be represented by the vector y = [y1 y2 y3 y4], where

y1 = 1 if the client got worse at the time of discharge (used more drugs than at admission), 0
otherwise

y2 = 1 if the client’s drug use frequency stayed the same, 0 otherwise

11We note that Gowisankaran and Town later teamed with Geweke and reestimated their model in an appropriately designed Bayesian
framework (see Geweke et al., 2003).
12We refer here to the multinomial logit model introduced by McFadden (1973).
14Recall that the treatment options are mutually exclusive and collectively exhaustive. Therefore, if xeω = 1 then xeξ = 0 for all ω ≠ ξ
and ω, ξ = 0, 1, 2.
15Details of the estimators for the average treatment effects in (13) will be supplied upon request.
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y3 = 1 if the client got better but did not achieve abstinence, 0 otherwise

y4 = 1 if abstinence was achieved, 0 otherwise.

The endogenous variable in the regression is

xe = log of number of visits the client makes during the episode of treatment.

They model y as an ordinal logit regression, and estimate the parameters using 2SPS. As
discussed above, this estimator is not consistent. To illustrate this point we generated 1000
replicates each of sample size n = 10,000 [in line with the Lu and McGuire (2002) sample size
of 13,362] based on an ordered logit sampling design.16 Using the appropriate ordered logit
MLE, for each sample we estimated the True (actual value of xu used) and Naïve (xu not
included) versions of the model. We also applied the 2SPS estimator used by Lu and McGuire
(2002), and the 2SRI ordered logit MLE. The results from each of these models were then used
to estimate the following average probability effects attributable to specified exogenous
changes in xe

(14)

where yj(xe =c) denotes the random variable representing the counterfactual outcome as it would
be under the endogenously imposed xe = c scenario.17

The simulation results are displayed in Table 2. For samples of size n=10,000, 2SRI clearly
dominates 2SPS with regard to estimation of the estimated probability effects (14). Taking the
simple average of the first four entries in the 2SPS column of Table 2 yields an overall mean
bias of 26.5%, while the analogous measure for 2SRI is at 7% (the baseline measure from the
True Model is 5%). To track the behavior of the estimators with an increase in sample size, we
reran the analysis with n = 20,000. The size of the 2SPS bias remained virtually unchanged,
while the bias in 2SRI estimation all but disappears. Here, as in the Weibull duration analysis,
the simulation results support the theoretical consistency of the 2SRI estimator.

5. Mullahy’s Birthweight Model Revisited
To demonstrate the potential differences that might arise in actual practice between the 2SPS
and 2SRI estimates, we re-estimated Mullahy’s (1997) model of the effect of prenatal cigarette
smoking on birthweight using data supplied by the author. Mullahy (1997) suspects that
maternal smoking during pregnancy may be correlated with the unobservable determinants of
birthweight, so he specifies a nonlinear conditional mean regression model, which can be
viewed as a special case of (1). In Mullahy’s model, birthweight (y) is the following function
of prenatal smoking (xe), other observable determinants (xo) and a scalar representing the
unobservable birthweight determinants that are correlated with prenatal smoking (xu)18

(15)

where x and β are defined canonically, and e is the random error term which is tautologically
defined as e = y − exp(xeβe + xoβo + xu), so that E[e | x] = 0. Mullahy (1997) demonstrates
that, given a vector of instrumental variables w = [xo w+], if the following conditions hold

16Details of the simulation design will be supplied upon request.
17Details of the estimators for the probability effects in (14) will be supplied upon request.
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(16)

then βe and βo can be consistently estimated via a generalized method of moments (GMM)
estimator that does not require explicit specification of an auxiliary regression of xe on w.19

We implemented a flexible functional form for which GMM is not feasible (see Terza,
2006a) and 2SPS is not consistent. Specifically, we replaced (15) with the following variant
of the inverse of the Box-Cox (1964) model originally suggested by Wooldridge (1992) for
nonlinear models that do not involve endogeneity

(17)

where

and 0 ≤ τ ≤ 2. This version of the inverse Box-Cox (IBC) model maintains the desired positivity
of the regression function (regardless of the values of τ and xeβe + xoβo + xuβu), and possesses
all of the essential properties of Wooldridge=s (1992) IBC formulation. In particular, k(a, τ)
subsumes the linear model when τ = 2, and k(a, τ) 6 exp(a) as τ 6 0. We estimated the parameters
of (17) using both the 2SRI and 2SPS estimators. Following Mullahy (1997) who states A… a
linear reduced form for CIGARETTES may not be unreasonable@ we specify the auxiliary
regression for prenatal cigarette consumption (xe) as in (8).

We used the same variables as did Mullahy: y = the newborn’s weight measured in pounds;
xe = number of cigarettes smoked per day during pregnancy, xo = [1 PARITY WHITE MALE],
w+ = [EDFATHER EDMOTHER FAMINCOM CIGTAX88]; PARITY = birth order; WHITE
= 1 if white, 0 otherwise; MALE = 1 if male, 0 otherwise; EDFATHER = paternal schooling
− yrs.; EDMOTHER = maternal schooling inus; yrs.; FAMINCOM = family income (×
10−3); CIGTAX99 = per pack state excise tax on cigarettes. The descriptive statistics of the
sample are given in Table 3.

For 2SRI estimation, we applied OLS to the linear auxiliary equation, and used NLS to estimate
β and τ in the following version of (9)

(18)

where x̂u =xe − wα ̂ and α̂ denotes the first-stage OLS estimator of α.20 For 2SPS estimation,
we implemented the same first stage estimator of α but in the second stage applied NLS to

(19)

where x̂e denotes the first-stage OLS predictor of xe. The first-stage OLS estimates are given
in Table 3. The 2SRI and 2SPS results are shown in Table 4. As in the simulation analyses of
the previous section, the ultimate estimation objective is the causal effect of an exogenous
change in prenatal smoking frequency on birthweight. For instance, consider

19For a discussion of the GMM see Hansen (1982).
20We performed a line search on τ to find its sum of squared residuals minimizing value.
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(20)

where  is the random variable representing birthweight as it would be under the exogenously
imposed prenatal smoking level xe*. Terza (2006b) shows that under general conditions we
can rewrite (20) as E[E[y|xe =0, xo, xu] − E[y|xe =20, xo, xu]] which, when combined with (16)
yields

(21)

We estimated (21), using the 2SRI results, as

(22)

where x̂u denotes the first stage OLS residual, and the A^s@ indicate the 2SRI estimates.
Alternatively, we estimated (21) with the 2SPS results using

(23)

where the A~s@ indicate the 2SPS estimates. The values of (22) and (23) are given in the last
row of Table 5. As is shown therein, the predicted effects of an exogenous reduction in smoking
from a pack per day to abstinence differ substantially between the two methods. Given the
consistency of the 2SRI estimates, the results imply that 2SPS overstates (in absolute terms)
the effect on birthweight by approximately 7 oz. which is about 6% of the sample mean
birthweight.

6. Discussion
We have examined two estimation methods that are commonly used in health economic
applications involving nonlinear models with endogenous regressors – two-stage predictor
substitution (2SPS) and two-stage residual inclusion (2SRI). The discussion begins with a
detailed description of the estimators in an intuitively appealing nonlinear regression
framework that explicitly accounts for endogeneity (i.e., the presence of unobservable
confounders). Within that framework we show that the 2SRI estimator is generally consistent
while the 2SPS approach is not. To assess the potential extent of the bias in 2SPS estimation,
we conducted simulation analyses based on two studies found in the recent health economics
literature – one in which an inherently nonlinear duration model involving endogeneity was
“linearized” in order to apply conventional linear instrumental variables (IV) methods; the
other in which 2SPS was applied in order to deal with an endogenous regressor in an ordered
logit model. The results reveal that potential bias from the use of 2SPS can be substantial and
that such bias is not attenuated as the sample size increases. As a follow-up to the simulation
analyses, and to examine the possible differences between 2SRI and 2SPS estimates in a real-
world estimation setting, we revisited the study of the effect of prenatal cigarette smoking on
birthweight conducted by Mullahy (1997). Using a flexible functional form we re-estimated
the model and found there to be considerable differences between the estimates obtained via
2SPS vs.2SRI.

Our theoretical results, combined with those from the simulation and replication studies, favor
the use of 2SRI for the econometric estimation of nonlinear models with endogenous
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regressors. We hope that this work will serve as a guide to applied researchers in health
economics and health services research.
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Table 1
Simulation Results for Weibull Outcome with Multinomial Endogenous Variables Average Absolute % Bias

Average Effects Based on 1000 replicates of size n=5000

True Model (%bias) Naïve Model (%bias) 2SPS Model (%bias) 2SRI Model (%bias)

E[yxe1 =1] − E[yxe0=1] 16% 205% 28% 16%
E[yxe2 =1] − E[yxe0 =1] 2% 99% 38% 2%
E[yxe1 =1] − E[yxe1 =1] 5% 34% 42% 5%

Based on 1000 replicates of size n=20,000
E[yxe1 =1] − E[yxe0 =1] 2% 205% 2% 2%
E[yxe2 =1] − E[yxe0 =1] 2% 97% 27% 2%
E[yxe2 =1] − E[yxe1 =1] 0% 34% 51% 0%

The value in a particular cell of the table is the average percentage absolute bias, over the 1000 simulated samples, for a particular (estimator-q, average
effect-t, sample size-j) combination, and is measured as

where AE(t) denotes the true value of the tth effect, AE(t)qrm is its estimated value obtained by applying the qth method to mth sample of the rth sample
size, with
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Table 2
Simulation Results for Ordered Categorical Outcome with Count Endogenous Variable Average Absolute % Bias

Average Effects Based on 1000 replicates of size n=10,000

True Model (%bias) Naïve Model (%bias) 2SPS Model (%bias) 2SRI Model (%bias)

P(y1(xe = ln(4)) = 1) − P
(y1(xe = ln(2)) = 1)

0% 20% 28% 4%

P(y2(xe = ln(4)) = 1) − P
(y2(xe = ln(2)) = 1)

1% 67% 29% 1%

P(y3(xe = ln(4)) = 1) − P
(y3(xe = ln(2)) = 1)

15% 367% 44% 19%

P(y4(xe = ln(4)) = 1) − P
(y4(xe = ln(2)) = 1)

3% 191% 5% 4%

Based on 1000 replicates of size n=20,000
P(y1(xe = ln(4)) = 1) − P
(y1(xe = ln(2)) = 1)

0% 20% 28% 0%

P(y1(xe = ln(4)) = 1) − P
(y1(xe = ln(2)) = 1)

0% 67% 29% 0%

P(y1(xe = ln(4)) = 1) − P
(y1(xe = ln(2)) = 1)

0% 367% 37% 0%

P(y1(xe = ln(4)) = 1) − P
(y1(xe = ln(2)) = 1)

0% 191% 8% 0%

The value in a particular cell of the table is the average percentage absolute bias, over the 1000 simulated samples, for a particular (estimator-q, average
effect-t, sample size-j) combination, and is measured as

where AE(t) denotes the true value of the tth effect, AE(t)qrm is its estimated value obtained by applying the qth method to mth sample of the rth sample
size, and
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Table 3
Descriptive Statistics of Sample for Re-Analysis of Mullahy’s Birthweight Model

Variable Mean Max Min

BIRTHWT(oz.) 7.42 16.94 1.44
CIGSPREG 2.09 50.00 0.00

PARITY 1.63 6.00 1.00
WHITE 0.78 1.00 0.00
MALE 0.52 1.00 0.00

EDFATHER 11.32 18.00 0.00
EDMOTHER 12.93 18.00 0.00
FAMINCOM 29.03 65.00 0.50
CIGTAX88 19.55 38.00 2.00
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Table 4
First Stage OLS Estimates of Auxiliary Regression in the Re-Analysis of Mullahy’s Birthweight Model

Variable Estimate t-stat

CONSTANT 6.74 6.49
PARITY 0.30 1.72
WHITE 0.78 1.89
MALE −0.04 −0.13

EDFATHER −0.12 −3.14
EDMOTHER −0.33 −4.37
FAMINCOM −0.02 −2.01
CIGTAX88 0.03 1.43

Second column gives estimates of the elements of α in xe = wα + xu
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Table 5
Estimation Results B IBC Version of Mullahy=s Birthweight Model

2SPS IBC 2SRI IBC

Variable Coeff t-stat Coeff t-stat
CONSTANT 58.96 22.07 1.27 215.33
CIGSPREG −1.92 −3.47 −0.004 −3.52

PARITY 3.23 3.26 0.01 3.39
WHITE 9.64 4.85 0.02 4.64
MALE 4.64 2.81 0.01 2.93

First-stage Residual (xu) B B 0.024 2.03
Box-Cox 5.20 B −0.95 B

Parameter τ E[y0]− E[y20] 1.85 1.41

Second and fourth columns, respectively, give the estimates of the parameters in equations (18) and (19). Last row shows the 2SPS and 2SRI estimated
effects of an exogenously imposed one-pack per day reduction in smoking, respectively.
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