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Abstract
The excited states of dinucleoside phosphates (dGpdG, dApdA, dApdT, TpdA and dGpdT) in their
cationic radical states were studied using time-dependent density functional theory (TD-DFT). The
ground state geometries of all the dinucleoside phosphate cation radicals considered, in their base
stacked conformation, were optimized using B3LYP/6-31G(d) method. Further, to take into account
the effect of the aqueous environment surrounding the dinucleoside phosphates, the polarized
continuum model (PCM) was considered and the excitation energies were computed using the TD-
B3LYP/6-31G(d) method. From this study, we found that the first transition, in all the dinucleoside
molecules involves hole transfer from base to base. DG•+pdG and dApdA•+ were found to have
substantially lower first transition energies than others with two diffent DNA bases. Higher energy
transitions involve base to sugar as well as base to base hole transfer. The calculated TD-B3LYP/
6-31G(d) transition energies are in good agreement with previous calculations using CASSCF/CAS-
PT2 level of theory. This TD-DFT work supports the experimental findings that sugar radicals formed
upon photo-excitation of G•+ in γ-irradiated DNA and suggests an explanation for the wavelength
dependence found.
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Introduction
Carbon centered neutral sugar radicals in the DNA deoxyribose backbone are known to lead
to single strand breaks in DNA. These lesions are among the most lethal of DNA damages. It
was recently reported that irradiation of DNA by high energy Argon ion-beam1 (high linear
energy transfer, LET, radiation) produced a far greater yield of sugar radicals than was found
by γ-irradiation (a low LET radiation). Since these sugar radicals were formed predominantly
along the ion track, where excitations and ionizations are in proximity, it was proposed that
excited state cation radicals could be direct precursors of the neutral sugar radicals.2,3

Several studies were performed to test this hypothesis using near UV-visible photo-excitation
of the guanine cation radical (G•+) in DNA and in model systems of deoxyribonucleosides and
deoxyribonuleotides. Direct conversion of G•+ to deoxyribose sugar radicals was found in
every case with high yields (50% in DNA and 80–100% in model systems).1,4,5 In model
systems the formation of specific C1′•, C3′• and C5′• sugar radicals were found to be structure
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dependent. For example, phosphate groups at 3′ or 5′ were found to deactivate that site toward
sugar radical formation and as a consequence only C1′• was found in DNA, whereas C1′•, C3′
• and C5′•, were all found in deoxyguanosine (dG).1,5 The action spectrum in DNA showed
light wavelengths of 310 to 480 nm were effective, but sugar radicals were not produced in
DNA at wavelengths above 520 nm. For the model systems, all wavelengths from 310 to 700
nm were effective. Recently it was found that one electron oxidized adenine (A(-H)•) in
deoxynucleosides and deoxynucleotides also is readily converted by visible light to sugar
radicals, with C5′• radical being the most abundant.1 We note that while guanine cation radical
(pKa = 4) was photoactive, its deprotonated radical, G(-H)•, was not. Adenine cation radical
(pKa near 1) fully deprotonates from the exocyclic amine group forming A(-H)•, however,
even in this deprotonated state it was still found to be photoactive with regard to sugar radical
formation.

The mechanism of sugar radical formation proposed in our earlier work on these systems was
that photoexcitation induces hole transfer from the DNA base one-electron-oxidized radical to
the sugar ring and this is followed by rapid deprotonation at specific carbon sites on the sugar
ring.1,4–6 To test this hypothesis, time-dependent density functional theory (TD-DFT)
calculations were performed for both G•+ and A(-H)• in deoxyribonucleosides. It was found
that excited states which were formed by light exposure in the near UV-visible range all
originate from inner shell (core) molecular orbitals (MOs) and often involve hole transfer to
the sugar ring. This confirms the first step in the proposed mechanism, i.e. excitation induced
transfer of hole from the base to the sugar ring. These experimental and theoretical studies
were extended to guanine cation radicals (G•+) in the dinucleoside phosphate, TpdG.6 Photo-
excitation of G•+ in TpdG again results in high yields (ca. 85%) of deoxyribose sugar radicals
at the C1′ and C3′ sites.6 TD-DFT calculations for this species were also in accord with the
experimental results.

In this work we employed time-dependent density functional theory (TD-DFT) to study the
excitations and the nature of the electronic transitions in a series of one electron oxidized
dinucleoside phosphates, dG•+pdG, (dApdA)•+, dA(-H)•pdA, dA(-H)•pdT, TpdA(-H)• and
dG•+pdT in a stacked conformation (see figure 1). We also discuss our previous results6 for
TpdG•+. In other work, TD-DFT calculations have been found suitable to describe the nature
of electronic excitations and transition energies in good agreement with experimental values.
7–9 TD-DFT method has been found to be very appropriate for the study of low-lying valence
excited states that are below the first ionization potential of the molecule, and is therefore an
excellent choice for the investigation of radical cations.7 Using the TD-DFT method with
different functionals in combination with 6-31G** basis set, Head-Gordon and co-
workers7e studied up to eleven lowest electronic excitation energies of several polycyclic
aromatic hydrocarbon radical cations and they found that the computed excitation energies are
roughly within 0.3 eV of the experimental data. Recently, CAS-PT2 has been applied to study
excitation induced base-to-base hole transfer10 in two DNA bases in stacked configuration, as
in the work presented here. However, this earlier work10 did not include the sugar phosphate
backbone which we find is a competing site for hole transfer.

Methods of Calculation
Initial starting geometries of all dinucleoside phosphates (dGpdG, dApdA, dApdT, TpdA and
dGpdT), in their single stranded B-DNA conformation, were generated using the SPARTAN
molecular modeling program.11 The anionic phosphate group was protonated to neutralize the
system. Also, the 3′- and 5′- ends were terminated by OH groups. The ground state geometries
of dG•+pdG, (dApdA)•+, dA(-H)•pdA, dA(-H)•pdT, TpdA(-H)•), and dG•+pdT were optimized
in stacked geometry using density functional theory (DFT) using unrestricted B3LYP
functional and 6-31G(d) basis set. The B3LYP density functional is a combination of Becke’s
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three parameter hybrid exchange functional12,13 and the Lee-Yang-Parr14 correlation
functional. During geometry optimization, the interbase distance was constrained at ~3.4 Å to
mimic the B-DNA conformation. This conformation was maintained using the concept of
closed box geometry optimization criterion. In this criterion we assume a box enclosing the
two base pairs whose upper and lower surfaces correspond to the approximate surface of the
bases. Further more, we chose eight atoms which correspond to the corners of the box and
constrained only the vertical distances between the atoms (1,2), (3,4), (5,6) and (7,8), the angles
(1,2,3), (2,3,4), (5,6,7), (6,7,8) and dihedral angles (1,2,3,4) and (5,6,7,8) (see figure 1a). These
constraints allowed the DNA base rings to relax but maintained the stacked orientation. Excited
state calculations were carried out using time-dependent DFT (TD-DFT), B3LYP functional
and the 6-31G(d) basis set. In recent years, the TD-DFT method has been found suitable to
compute vertical transition energies of both gas phase and solvated molecules, with results that
are comparable to experimental results.15–19 In this study, we calculated the transition
energies of all the systems in aqueous media (ε = 78.4) using self-consistent reaction field
(SCRF) calculations and the polarized continuum model (PCM). The transition energies in
aqueous media were calculated using the gas phase optimized geometries. All the calculations
were done using the Gaussian0320 suite of program and GaussView21 was used to plot the
molecular orbitals.

Results and Discussion
The optimized geometries of dG•+pdG, dA(-H)•pdA, dA(-H)•pdT, TpdA(-H)•), and TpdG•+

are shown in figure 1, respectively. Table 1 lists the first transition energies computed using
TD-B3LYP/6-31G(d) along with those computed using CASSCF and different methods for
the stacked DNA nucleobases.10 The first twenty transition energies in a solvated environment
(ε = 78.4), using the TD-B3LYP/6-31G(d) level of theory, along with their oscillator strengths,
orbital transitions and orbital contributions are presented in Tables 4–9 (as supporting
material). The optimized geometries of all the systems considered in this study are also given
in the supporting material. In figures 2–7, we selectively present six transitions, which covers
the visible to near UV range, along with the orbital plots that are involved in the transitions.
Transitions S1, S2 and S3 (shown in figures 2–7) correspond to the three lowest transitions
whereas the other three transitions presented in Figures 2–7 have been chosen because each
has a dominant molecular orbital contribution from a single inner MO. The other transitions
are given in the supplemental information.

a. dG•+pdG In figure 2, six transitions which occur from inner shell molecular orbitals
(MOs) to the singly occupied molecular orbital (SOMO) of β-spin along with plots
of their molecular orbitals are shown. The ground state SOMO shows that the hole is
localized largely on the 5′-guanine rather than the 3′-guanine. The first transition
(S1) occurs between (SOMO-1) → SOMO of β-spin and moves substantial positive
charge from the 5′-guanine to the 3′-guanine (see SOMO-1 in figure 2). S1 has energy
0.59 eV and oscillator strength of 0.0399. It is a π→π* transition between the two
bases and involves a partial hole transfer between them. The second transition (S2)
occurs due to promotion of an electron from (SOMO-2) to SOMO. This transition has
transition energy 1.84 eV and a small oscillator strength of 0.0004. The hole in this
state is mainly localized on the sugar ring attached to the 3′-guanine with a small
fraction remaining ons the guanine base. A mixing of σ and π orbitals are found in
this transition as it is clearly evident from their orbital plot (figure 2). S3 takes place
between MOs (149B + 153B) → SOMO with energy 1.86 eV and oscillator strength
0.0006. The orbital plots of 149B and 153B show that the hole in this state is localized
on the sugar ring and the guanine base (figure 2). Other transitions S4 to S19 show
base-to-base and base-to-sugar hole transfer. Those that are limited to dominant
contributions from a single MO are the transitions S11, S15 and S19 which have
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transition energies 2.48, 3.14 and 3.40 eV, respectively, with corresponding oscillator
strengths 0.0081, 0.0115, and 0.0057. In S11 and S15, holes are mainly localized on
the 3′-site of the sugar ring and guanine base while a small amount stays on the 5′-
site sugar ring and guanine base. However, in S19 the hole is localized on both the
sugar rings, the phosphate group, and slightly on the 3′-guanine.

b. dA(-H)•pdA For dA(-H)•pdA, shown in figure 3, the SOMO is mainly localized on
the A(-H)• at 5′-site. The first transition (S1) involves the orbitals SOMO-1 → SOMO
of β-spin and has transition energy 1.43 eV and oscillator strength 0.0021. This
transition results in a transfer of an electron from the 3′-adenine to the 5′-A(-H)•

creating a charge transfer complex, dA(-H)− pdA+•. From the orbital plots it is evident
that the transition is π→π* in nature. S2 has energy 1.69 eV and (weak) oscillator
strength 0.0001. As shown in figure 3, this transition arises from [SOMO-2, SOMO-3,
SOMO-5] → SOMO. The orbital plots indicates that the hole is localized on both the
adenines, C5′, C3′ and on the sugar rings. S3 involves [141, 144 → SOMO] and has
transition energy 2.30 eV and oscillator strength 0.0169; this is larger than the S1 and
S2 oscillator strengths. In this case, the hole is distributed on both the adenines, and
on C5′ and C3′ (see figure 3). For S11, the hole is mainly localized on the sugar ring
at 3′-site while a small part is distributed between both the adenines. For S12 and
S13, the hole is localized on the adenine ring with a small part still localized on C3′
as shown in figure 3.

c. dA(-H)•pdT The computed TD-B3LYP/6-31G(d) transition energies of dA(-H)•pdT
are presented in Table 6. The SOMO in the ground doublet state is completely
localized on the adenine ring (figure 4). The first transition (S1) is π → π* and takes
place between SOMO-1 → SOMO of β-spin. In this excited state the hole is
transferred from the adenine to the thymine ring, with a very small portion on the
thymine sugar ring. This creates a charge transfer intermediate dA(-H)−pdT+•. The
S1 excitation energy is 1.87 eV with a weak oscillator strength of 0.0001. S2 involves
excitation from molecular orbital 140 → SOMO of β-spin and has transition energy
1.90 eV and oscillator strength 0.0001. In this case the hole largely remains localized
on the adenine with some sugar ring involvement at C5′. In S3 the orbital is localized
on the A(-H) • ring and has transition energy 2.21 eV and oscillator strength 0.0020.
For S9 the hole is mainly localized on C5′; however, in S12, the hole is distributed
over the thymidine sugar ring including C3′. S14, which occurs between 133 →
SOMO, has excitation energy 3.64 eV and no significant oscillator strength. The hole
in this state is localized on the thymine and phosphate group and slightly on the sugar
ring.

d. TpdA(-H)• The S1 transition, shown in figure 5, occurs from SOMO-1 → SOMO of
β-spin. It has transition energy 1.80 eV and oscillator strength 0.0001. In this
excitation the hole is transferred to the thymine ring, and the adenine ring becomes
negatively charged forming T+•pdA(-H)−. This is a π → π* transition, as indicated
from the orbital plots of SOMO-1 and SOMO, shown in figure 5. S2 is between MOs
[134, 141 → SOMO] with the transition energy 1.90 eV and oscillator strength 0.0001.
This transition is mainly to an excited state of the adenine ring. S3 is between MOs
[134, 141 → SOMO] having transition energy 2.19 and oscillator strength 0.0021.
Since S2 and S3 involve the same orbital in transition, we did not show the S3 transition
in figure 5. S4 takes place between MOs [138, 143 → SOMO] and has transition
energy 2.38 eV and oscillator strength 0.0302. The hole is localized on the adenine
base, sugar ring and C3′. The other three transitions (S9, S14 and S19) lie in the range
3.00 – 4.26 eV. In S9 the hole is localized on the adenine and on the phosphate group.
In S14 the hole is localized on the thymine with a small part on C5′. In S19 the hole is
localized over the sugar ring, C5′ and the phosphate group.
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e. dG•+pdT Figure 6 shows that the SOMO (representing the hole) is completely
delocalized over the guanine ring. The first transition (S1) transfers a hole from
guanine to thymine, resulting in a dGpdT•+ hole transfer state. The S1 transition occurs
at 1.00 eV and is π → π* in nature. The second transition S2 takes place between [145,
147 → SOMO] with transition energy 1.70 eV and oscillator strength 0.0010. The
hole in this transition is distributed between the thymine ring and the adjacent sugar
ring. The S3 transition occurs at 1.83 eV between MOs [143,144 → SOMO]. In this
transition, the hole is completely localized on C5′. In the S12 transition, the hole is
localized on the thymine, with a very small part on the connected sugar ring.
Transitions S18, and S20 occur at 3.40 and 3.58 eV, respectively, with the hole
localized on both sugar rings, a phosphate and the guanine ring.

f. (dApdA)•+ dApdA radical cation shows some peculiar behavior with the SOMO
delocalized on both the adenine bases (see figure 7). The TD-B3LYP/6-31G(d)
computed first transition (S1) is π→π* in nature and has excitation energy 0.52 eV
and oscillator strength 0.0481. This transition occurs between SOMO-1 → SOMO.
In contrast to dG•+pdG, in which the SOMO is mainly localized on one of the guanine
base (figures 2), the SOMO in (dApdA)•+ is almost equally distributed between the
adenine bases. The second transition, which occurs at 1.20 eV, is between MOs
[141,142,143,145 → SOMO] and the hole is distributed on both the adenines, the
sugar rings, C(5′) and C(3′) (figure 7). S3 takes place between MOs [141, 143 →
SOMO] and has the hole distribution similar to that in S2. The S3 transition has an
excitation energy of 1.25 eV. The other three transitions S6, S11 and S20 occur at 1.60,
2.22 and 3.30 eV, respectively. In these transitions the holes are mainly localized on
C5′, the sugar ring, adenine and phosphate.

The nature of hole localization on DNA is of crucial importance because it aids the description
of the mechanism of charge transfer processes within the DNA.22–28 ESR studies on holes in
DNA clearly show localization at a single guanine. Figure 2, shows that in dG•+pdG the SOMO
(representing the hole) is mainly localized (~84% spin density) on the 5′-G and a very small
amount of hole (~16% spin density) localized on the 3′-G; in the first excited state, the hole(s)
transfer to the 3′-G and a small amount remains on the 5′-G. Using KTA and CASSCF methods
Blancafort and Voityuk10 calculated the Mulliken charges on the 5′-GG-3′ radical cation and
they found that ~97% of holes are localized on the 5′-G and ~3% on the 3′-G. However, in the
excited state the holes are transferred to the 3′-G and a small amount remains on the 5′-G. Saito
and co-workers,24,25 using both experimental and ab initio calculations, demonstrated that 5′-
G in 5′-GG-3′ is most easily oxidized and the orbitals calculated using 3-21G* basis set are
mainly localized on the 5′-G and a small amount resides on the 3′-G on a stacked N-methylated
GG/CC system. Hall et al.26, also demonstrated that long-range oxidative damage of DNA
occurs specifically at the 5′-G in the 5′-GG-3′ doublets. Using DFT Senthilkumar et al.27
calculated the distribution of excess charge on guanines in different sequences and concluded
that 5′-G is most easily oxidized.

In ground state of radical cation of dApdA, ~57% spin density is localized on the 5′- site of
adenine while ~43% is localized on the 3′-site. Using CASSCF and KTA methods,10 a large
variation in the positive charge localization on the 5′-AA-3′ radical cation has been reported
which ranges from ~70% to 99% hole localization on the 3′-adenine and 30% to 1% hole
localization on the 5′-adenine. For dG•+pdT (Figure 6), that the holes are completely localized
on the 5′-G•, the same feature is observed using the KTA and CASSCF methods.10.

Recently, Head-Gordon and co-workers29–31 showed the limitations of TD-DFT method in
describing the long-range charge-transfer excited states correctly. For the systems we are
investigating this long range effect is not expected to be of significance. In order to test this
we compare our results in two ways. First, we compare our TD-B3LYP/6-31G(d) calculated
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first transition energies of the dinucleoside phosphates radical cations treated in this work with
work of Blancafort and Voityuk10 for three comparable stacked two DNA base radical cations
using CASSCF/CAS-PT2 level of theory. These results are presented in Table 2 and show that
the values found even for these differing systems and levels of calculation are in good
agreement with the exception for dA•+pdA and 5′-A•+A-3′ which differs by 0.4 eV. We note
that the transition energy of 0.1 eV for 5′-A•+A-3′ was considered problematic in the work of
Blancafort and Voityuk10 because of the difficulty in considering the active space in the
CASSCF method.

Since systems which have transitions with full charge transfer, such as dA(-H)•pdA, and dA(-
H)•pdT were not considered by Blancafort and Voityuk10, we performed another test of this
possible limitation in the TD-DFT method by calculating the first excitation energy using
equation (1)

(1)

as proposed by Head-Gordon and co-workers31 In equation (1), IPbase1, EAbase2 and q1q2/R
represent the ionization potential of base1 (donor), electron affinity of base2 (acceptor), q1 and
q2 refer to the charge localized on base1 and base2, respectively, while R is the distance
between the two bases which we assumed as 3.4 Å. The quantity q1q2/R is the Coulomb
interaction between the two bases calculated in the point charge approximation. For the
calculation of Eex, we used the available experimental adiabatic ionization potentials32 of A,
G and T and the theoretically calculated adiabatic electron affinity of A(-H)• as reported by
Evangelista and Schaefer33 using the B3LYP/DZP++ level of theory. To our surprise for such
a simple relationship, the calculated first transition energies using equation 1 are in good
agreement with those calculated with the TD-DFT/6-31G(d) method (see Table 2 and
supplemental (Table 10) for a full description). Results from equation 1 suggest that
electrostatic interactions between the bases play an important role in the transition energies.
In the case of radical cations, such as dG•+pdT and TpdG•+, which have full charge transfer,
the electrostatic interaction term in the first excited state is zero. Whereas, for dG•+pdG and
(dApdA)•+ the electrostatic interaction is repulsive in the first excited state because the hole
transfer is only partial and both bases have positive charge (see figure 8). However, in the case
of a neutral radical, such as A(-H)•pdA or A(-H)•pdT, the electrostatic interaction in the excited
states is attractive as full charge transfer was found yielding A(-H)−pdA+•, A(-H)−pdT+• in
these excited states (figure 8). Results for (dApdA)•+ were the most discordant; the TD-DFT/
6-31G(d) calculated first excitation energy (0.52 eV) is less than that estimated by equation 1
by 0.5 eV and larger than that from previous CAS calculations by 0.4 eV (Table 2).

Conclusions
i. Below ~3.3 eV all the transitions calculated for one electron oxidized radicals of the

dinucleoside phosphates, investigated in this study take place between inner (core)
shell MOs to the SOMO of β-spin, and are in the visible to near UV spectral range.
These transitions often result in hole transfer to the sugar phosphate backbone. The
SOMO → LUMO (lowest unoccupied molecular orbital) transition does not occur in
this energy range owing to a large SOMO- LUMO energy gap in these systems.

ii. In one electron oxidized dinucleoside phosphates the first transition invariably
involves hole transfer from base to base and hole transfer to the sugar ring is found
at higher energies. The extent and nature of this base to base hole transfer is predicted
in agreement with the CASSCF/CAS-PT2 methods.10 We find that dG•+pdG and
dApdA •+ have the lowest excitation energies of 0.6 and 0.5 eV, respectively, among
all one electron oxidized dinucleoside phosphates.
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iii. The B3LYP/6-31G(d) calculated first transition energies for the one electron oxidized
dinucleoside phosphates are in good agreement with those calculated for the
equivalent stacked DNA base radicals using a Koopmans’ theorem approximation
(KTA) and CASSCF/CAS-PT2 methods.10

iv. For dG•+pdG in its ground state, the hole is chiefly localized on the 5′-G which is in
good agreement with the available experimental and theoretical results.10,22–27

v. The present study supports the hypothesis, generated from experiment, that hole
transfer from base to sugar occurs on photo excitation of the one-electron-oxidized
DNA systems leads to sugar radical formation. This study also supports the
experimental finding that in DNA the longer wavelengths did not produce sugar
radicals; as our calculations show these are involved in base to base transitions.1,4–
6
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Figure 1.
(a) constrained geometry optimization scheme. Unrestricted B3LYP/6-31G(d) optimized
geometries of (b) dG•+pdG, (c) dA(-H)•pdA, (d) dA(-H)•pdT, (e) TpdA(-H)•, (f) dG•+pdT and
(g) (dApdA)•+
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Figure 2.
TD-B3LYP/6–31G(d) computed transition energies of selected transitions of dG•+pdG cation
radical. Excitation energies are given in eV.
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Figure 3.
TD-B3LYP/6–31G(d) computed transition energies of selected transitions of dA(-H)•pdA
radical. Excitation energies are given in eV.
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Figure 4.
TD-B3LYP/6–31G(d) computed transition energies of selected transitions of dA(-H)•pdT
radical. Excitation energies are given in eV.

Kumar and Sevilla Page 12

J Phys Chem B. Author manuscript; available in PMC 2008 August 28.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 5.
TD-B3LYP/6–31G(d) computed transition energies of selected transitions of TpdA(-H)•

radical. Excitation energies are given in eV.
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Figure 6.
TD-B3LYP/6–31G(d) computed transition energies of selected transitions of dG•+pdT cation
radical. Excitation energies are given in eV.
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Figure 7.
TD-B3LYP/6–31G(d) computed transition energies of selected transitions of (dApdA)•+ cation
radical. Excitation energies are given in eV.
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Figure 8.
Schematic diagram of dG•+pdG, dA(-H)•pdA, dG•+pdT and (dApdA)•+ showing the
localization of charge on the bases in their ground and first excited states (in parentheses) as
estimated from orbital plots shown in Figures 2–7. Nature of the electrostatic interaction (using
point charge approximation) between the bases in excited state is also given.
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Table 1
Calculated first excitation energies.

Radical (5′-XY-3′) Method Excitation Energy (eV)

Theory Estimatedb

dG•+pdG TD- B3LYP/6-31G(d) 0.59 0.51
G•+G CAS-PT2(11,12)a 0.39
dG•+pdT TD- B3LYP/6-31G(d) 1.00 1.06
G•+T CAS-PT2(11,12)a 1.18
Tpd G•+ TD- B3LYP/6-31G(d)c 0.76 1.06

CAS-PT2(11,12)a 0.80
(dApdA)•+ TD- B3LYP/6-31G(d) 0.52 1.03
A•+A CAS-PT2(11,12)a 0.10
dA(-H)•pdA TD- B3LYP/6-31G(d) 1.43 1.14
dA(-H)•pdT TD- B3LYP/6-31G(d) 1.87 1.73
TpdA(-H)• TD- B3LYP/6-31G(d) 1.80 1.73

a
Complete active space (CAS). Ref. 10

b
Estimate of first excited state transition energy using equation 1. See supplemental for full description of the details this calculation.

c
Ref. 6. (g)
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