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Abstract
Performing sound recognition is a task that requires an encoding of the time-varying spectral structure
of the auditory stimulus. Similarly, computation of the interaural time difference (ITD) requires
knowledge of the precise timing of the stimulus. Consistent with this, low-level nuclei of birds and
mammals implicated in ITD processing encode the ongoing phase of a stimulus. However, the brain
areas that follow the binaural convergence for the computation of ITD show a reduced capacity for
phase locking. In addition, we have shown that in the barn owl there is a pooling of ITD-responsive
neurons to improve the reliability of ITD coding. Here we demonstrate that despite two stages of
convergence and an effective loss of phase information, the auditory system of the anesthetized barn
owl displays a graceful transition to an envelope coding that preserves the spectrotemporal
information throughout the ITD pathway to the neurons of the core of the central nucleus of the
inferior colliculus.

INTRODUCTION
There is considerable evidence that the time-dependent structure of auditory signals is a major
factor in the task of sound recognition. Fine temporal structure is a significant determinant in
the discrimination and recognition of birds’ songs (Brenowitz 1983) and evidence suggests
that intact temporal information permits the comprehension of human speech even with
degraded spectral cues (Drullman et al. 1994; Shannon et al. 1995; Wright et al. 1997). To
process this information, the brain must encode the spectral properties of the stimulus as a
function of time.

It is known that the owl is capable of discriminating between nearby frequencies with ease
(Quine and Konishi 1974) and between complex noises that differ by as little as 2.5 dB in a
single 1/3 octave band (Konishi and Kenuk 1975), but the stimuli used in these studies were
not characterized in terms of their instantaneous frequency structure. Nonetheless, behavior
suggests that the owl is capable of subtle tasks of recognition: for example, the owl has been
reported to be able to distinguish between the sounds of a mouse walking through dry leaves
versus a mouse walking through chopped-up paper (Konishi and Kenuk 1975). Combined with
the psychophysical work in humans on the relevant stimulus parameters for sound recognition,
it is likely that the owl is capable of detecting spectrotemporal information on a relatively short
timescale.
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The brain stem auditory nuclei of the barn owl have been primarily characterized in terms of
their responses to the two major binaural cues for sound localization: the interaural time
difference (ITD) and the interaural level difference (ILD). However, all auditory information,
including that needed for sound recognition and discrimination, ascends through these nuclei.
Keller and Takahashi (2000) characterized the spectrotemporal tuning—i.e., the joint
distribution over instantaneous frequency and time of the stimuli preceding spikes (Klein et
al. 2000)—of the neurons in the lateral shell of the central nucleus of the inferior colliculus
(ICls). ICls receives inputs from both the ITD pathway [by the core of the central nucleus of
the inferior colliculus (ICcc); Takahashi and Konishi 1988] and the ILD pathway [by nucleus
angularis (NA) and the nucleus dorsal lemnisci lateralis pars posterior (LLDp); Takahashi et
al. 1989].

Neurons in the initial stages of the ITD processing pathway of the barn owl, including the
auditory nerve, nucleus magnocellularis (NM), and nucleus laminaris (NL), are known to phase
lock to and thus to convey spectral information for frequencies as high as 8 kHz (Carr and
Konishi 1990; Köppl 1997; Peña et al. 1996; Sullivan and Konishi 1984); phase locking was
also shown in ITD-related neurons in mammalian systems (de Boer and de Jongh 1978;
Eggermont 1993; Kim and Young 1994; Lewis et al. 2002; Louage et al. 2004). In previous
work (Christianson and Peña 2006) we showed that the transition from NL to ICcc includes a
convergence across units with similar tuning to optimize the information on ITD conveyed by
the firing rates of single neurons. Additionally, the time required for an owl to estimate the
ITD of a signal (Konishi 1973) and the temporal resolution with which human subjects can
follow moving auditory stimuli (Grantham and Wightman 1978) are both on the order of tens
of milliseconds. Taken together, this suggests that the computation of ITD involves sufficient
pooling across time or population that the neurons of ICcc may show a temporal resolution
only on the order of tens of milliseconds; consistent with this, there are no reports of phase
locking in the ICcc of owls. This would suggest that the observed envelope coding in the ICls
(Keller and Takahashi 2000) would come from the ILD pathway.

In this study, we analyze the spectrotemporal receptive properties of NL, the locus of the
computation of ITD, and ICcc, the terminus of the ITD pathway. We show that throughout this
pathway the reliability in response to the time-varying spectrum of the stimulus is maintained
despite the loss of phase information for high frequencies. Thus the reduction of noise from
NL to ICcc previously described (Christianson and Peña 2006) and the loss of phase locking
do not come at the expense of the representation of spectrotemporal cues and, in fact, maintain
a millisecond-resolution envelope code of the stimulus spectrum.

METHODS
Data were obtained from 16 adult barn owls (Tyto alba) of both sexes bred in captivity. Owls
were anesthetized by intramuscular injection of ketamine hydrochloride (20 mg/kg, Ketaject,
Phoenix Pharmaceuticals, Mountain View, CA) and xylazine (2 mg/kg, Xyla-Ject, Phoenix
Pharmaceuticals). An adequate level of anesthesia was maintained by additional injections of
both when needed. During the first recording session, ear bars and beak holder were used to
position the owl’s head with the beak rotated in the sagittal plane (30° for the ICcc recording
and 70 for NL). A head plate was implanted by removing the top layer of the skull and fixed
with dental cement. A stainless steel reference post was implanted posterior to the head plate
and similarly fixed with dental cement. Once the head plate was implanted, the ear bars and
beak holder were removed and the head plate was used to hold the head in position from that
point forward and in all following recording sessions. A craniotomy was made over the
recording site. The craniotomy was packed with gelfoam and sealed with dental cement and
the scalp was sutured at the end of the session. After the surgery, analgesics (Ketoprofen, 10
mg/kg, Ketofen, Merial) were administered. The protocol for this study followed the National
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Institutes of Health Guide for the Care and Use of Laboratory Animals and was approved by
the Institute’s Animal Care and Use Committee.

Electrophysiology
We positioned the recording electrodes by known stereotaxic coordinates and by the units’
response properties, using white noise and tones of manually set ITD and frequency as search
stimuli. NL is easily identified by the large field potentials (called neurophonics) that vary in
amplitude with ITD; ICcc neurons were distinguished by the presence of ITD sensitivity
without side-peak suppression and by an absence of tuning to interaural level differences. We
isolated and maintained NL single neurons by a loose patch method (Peña et al. 1996, 2001)
in which the electrode served as a suction electrode, allowing us to hold neurons for a long
time. Neural signals were serially amplified by an Axoclamp-2A (Molecular Devices, Palo
Alto, CA) and a custom-made AC amplifier (µM-200; B.E.S., California Institute of
Technology, CA). ICcc neurons were recorded using tungsten electrodes (A–M Systems,
Carlsborg, WA). A spike discriminator (SD1, Tucker-Davis Technologies, Gainesville, FL)
converted neural impulses into TTL pulses for an event timer (ET1, Tucker-Davis
Technologies), which recorded the timing of the pulses. A computer was used for stimulus
synthesis and online data analysis.

It is possible that the differences in the recording techniques used for ICC and NL contributed
to the changes observed in response properties. The “loose patch” recording technique was
developed to overcome the traditional difficulty in obtaining stable and well-isolated
recordings of coincidence detector neurons in NL and in its mammalian equivalent, the medial
nucleus of the superior olive (MSO). We consider that the recorded NL neurons were in
reasonably good health because we obtained stable recordings lasting for >1 h. During these
periods, the neurons showed a high degree of phase locking and stable tuning to ITD. Also,
we previously showed that NL neurons recorded by loose patch have tuning to ITD that is
tolerant to a broad range of sound intensity (Peña et al. 1996) and precisely matches the values
expected by conduction delays of afferent fibers published in previous studies (Carr and
Konishi 1990; Peña et al. 2001). We reasoned that if either recording technique was affecting
the response properties, the most likely one would be the loose patch because the electrode is
presumably attached or very close to the cell’s soma. Therefore a decline in the ability of phase
locking should be observed in NL neurons, rather than in ICC. On the other hand, the loose
patch technique is not only significantly more time consuming than regular metal electrodes
but also more invasive because glass pipettes suitable for patch clamping are used. For these
reasons, we refrained from using loose patch for recording ICC units. Although we consider
it unlikely, we cannot completely rule out that the use of metal electrodes biased our sample
of ICC neurons toward only those that did not show phase locking. An additional bias may
have been introduced by our requirement for recording stability. Our full protocol (to collect
the data presented both here and elsewhere) required holding a cell for a minimum of about 1
h; this constraint contributed to our relatively low cell counts.

Acoustic stimulation
An earphone assembly consisting of a Knowles 1914 receiver, a Knowles 1743 damping
device, and a Knowles 1939 microphone delivered sound stimuli. These components are
encased in an aluminum cylinder that fits into the owl’s ear canal. The gaps between the cylinder
and the ear canal were filled with silicon impression material (Gold Velvet II, Earmold and
Research Laboratory, Wichita, KS). At the beginning of each experimental session, the
earphone assemblies were automatically calibrated (Arthur 2004). The computer was
programmed to equalize sound pressure level and phase for all frequencies within the frequency
range relevant to the experiment for both tonal and broadband stimulation. Noise was designed
by specifying the desired amplitude and phase spectrum, applying the calibration, and
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computing the inverse Fourier transform. Initial phase was randomized while preserving the
desired interaural phase difference for each trial.

Tonal and broadband stimuli 100 ms in duration with 5-ms rise/fall times were presented once
per second. We used PA4 digital attenuators (Tucker-Davis Technologies) to vary stimulus
sound levels. Stimuli were presented at an intensity of 50 dB/SPL, which was found to be
consistently above the saturation threshold of rate-intensity responses in both NL and ICcc.

Data collection
Data on the variability and reproducibility of neuronal responses were obtained using a frozen
noise protocol, in which a single white noise stimulus (with power between 1,000 Hz and 12
kHz) was repeatedly presented at a sampling rate of 48,077 Hz. To minimize any effects of
habituation, two separate and unique frozen noises with different ITDs were randomly
interleaved. Rate-ITD functions were obtained by scanning in 30-µs steps from ±2,000 to
±3,000 µs.

The occurrence of a spike is presumably related to the occurrence of a stimulus feature to which
the neuron is sensitive. To determine the stimulus features to which the neuron is sensitive we
used reverse correlation (de Boer and de Jongh 1978). In this method, we first compute the
pre-event stimulus ensemble (PESE): a matrix in which row n contains the segment of the
stimulus that preceded spike n. By examining the statistical properties of this matrix it is
possible to determine the stimulus features that precede, and presumably elicit, spikes.

Data for reverse correlation were obtained by presenting 100-ms de novo–synthesized
broadband signals at the estimated characteristic delay (CD) of each neuron, randomly
interleaved with stimuli at a different ITD; stimuli were presented with an interstimulus interval
of 500 ms and we attempted to collect between 400 and 800 trials for each ITD condition.
Because of the higher reliability in the response to ITD of ICcc neurons (Christianson and Peña
2006), we used the best ITD. In NL, we determined the CD by collecting rate-ITD curves at
different frequencies and finding the peak at which all of them overlapped. The window of the
reverse correlation (i.e., the amount of stimulus preceding each spike that was considered in
the analysis) was 15 ms; manual verification did not indicate that any neurons in our population
had a response function whose temporal extent exceeded that limit. To ensure that segments
of the interstimulus interval and the rise period of the stimulus were not included in the reverse
correlation analysis (or, in other words, to guarantee that the reverse correlation was done on
a signal with stationary statistics), spikes that occurred in the 20 ms immediately after stimulus
onset were excluded; this exclusion was also sufficient to guarantee that the onset transient
was excluded and that the neuron had reached a stable firing rate and we encountered no
neurons that had onset-only responses. After this exclusion, a large number of spikes were still
left for consideration (average number of spikes used in the reverse correlation analysis per
neuron for NL: 4,158 ± 1,818; ICcc: 3,915 ± 1,788).

Analysis
The spike-triggered average (STA) is given by averaging the PESE matrix across columns
(spikes), to give the average waveform preceding each spike. When computed with Gaussian
white noise, the STA is the best estimate of the linear impulse response function of the neuron
(de Boer and de Jongh 1978). However, the STA incorporates the response of the neuron to
phase as well as spectral power and, for neurons that do not exhibit phase-locking, the STA
will not generate meaningful structure (Eggermont et al. 1983b). The response of a neuron can
also be characterized using the spectrotemporal receptive field (STRF), which gives the
average spectotemporal distribution of the stimulus preceding each spike (Eggermont et al.
1983b).
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An estimate of the reproducibility of response was derived using the shuffled autocorrelogram
(SAC) as presented by Joris (2003). We have N spike trains arising from presentations of the
same broadband stimulus to a particular neuron and began by choosing the first spike train.
For each spike in that train, we computed the forward time intervals (that is, the difference in
spike times between that spike and all spikes occurring after it relative to stimulus onset)
between that spike and all spikes in the other spike trains, and then this procedure was repeated
until all spikes in all spike trains have been used as the reference. Because there are no intra-
train comparisons, effects of refractory period are eliminated. The SAC is guaranteed to be
symmetric about the delay of zero (each forward time interval will reoccur as a backward time
interval), and hence we need only consider the forward time intervals, though reverse intervals
are also plotted for visual clarity. A normalizing factor N(N – 1)r2ΔτD, where r is the mean
firing rate, Δτ is the bin width of the correlogram, and D is stimulus duration, results in a unity
baseline, where a spike train with Poisson statistics will have a flat SAC of height 1. We used
a histogram of 50-µs bin width, as in Louage et al. (2004).

To compute the STRF, we used the same procedure as Keller and Takahashi (2000). Each 15-
ms-long stimulus segment in the PESE was passed through a gammatone filter bank, with 80
channels spaced linearly between 1 and 10 kHz. The envelope of the stimulus in each channel
was extracted using the Hilbert transform, after which the average envelope of the channels
across the PESE was computed, giving a phase-insensitive estimate of the average power in
each frequency channel preceding spikes. The same process (up to averaging across stimulus
samples) was used to compute a spectrogram (spectrotemporal distribution).

Because STRFs are not in general square (they can have different numbers of time and
frequency bins), we used the singular value decomposition (SVD) for principal component
analysis. In the SVD, an m × n matrix M is represented by M = UΛVT, where U is m × m, V is
n × n, and Λ is an m × n diagonal matrix whose entries are the singular values λi of M. The

fractional energy of a singular value λi, given by , is a measure of the relative
contribution of the associated singular vector pair to the reconstruction of the overall matrix.
The fractional energy of λ1 is equal to 1 – αSVD, where αSVD is the degree of inseparability
defined by Depireux et al. (2001).

The spectral tuning was estimated in the STRF using the vector produced by summing the
STRF along the time axis. The vector was normalized to have a maximum positive value of 1,
with a possibly negative minimum, and was quantified using the frequency corresponding to
the maximum positive value in the vector (PF), the width of the peak of the vector at a height
of 0.5 (BW0.5), and the frequency on which BW0.5 was centered (CF0.5). The peak time (PT),
0.5 temporal width (TW0.5), and center time (CT0.5) were defined analogously but over the
time axis instead of the frequency axis.

The STRF was used to predict the response of a neuron to a novel stimulus by convolving each
frequency channel in the spectrogram of the stimulus by the corresponding channel in the STRF
and then averaging across frequency channels. Comparison was done between the predicted
response and the actual poststimulus time histogram (PSTH) of the neuron for frozen noise by
computing the correlation coefficient over 80 ms of stimulus. Both PSTH and predicted firing
rate were first convolved by a Gaussian kernel with 0.5 ms SD.

In analyzing data that are not normal in distribution, we use the median (denoted by Q2), which
in boxplots is given by the center line; Q1 and Q3 are the lower and upper quartiles, respectively,
and give the edges of the box. Whiskers give the extent of the data, up to a maximum of 1.5-
fold the interquartile range; data points outside this range are treated as outliers and marked
individually.
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RESULTS
We recorded from 19 NL neurons and 27 ICcc neurons using a reverse correlation protocol of
repeated presentations of unique broadband noise stimuli (see METHODS). To compare the
spectrotemporal tuning of the two nuclei, we began by determining that phase locking is not
present in ICcc neurons for the frequencies we considered. We then analyzed the variability
of the response to frozen sound for a subset of these units (10 NL neurons and 22 ICcc neurons)
and established that, despite the lack of phase locking, the overall amount of reproducibility
of the spike trains was the same in the two nuclei. Consistent with this, in both nuclei we see
highly similar spectrotemporal tuning. Finally, using response prediction, we demonstrate that
linear estimates of response are equally valid in either nucleus, suggesting that there is no
reason to believe that the spectrotemporal response functions are in fact dissimilar.

Phase sensitivity
We began by establishing whether phase sensitivity, which is known to be present in NL
neurons in the form of phase-locking (Carr and Konishi 1990; Peña et al. 1996), is preserved
in ICcc. The STA is computed by averaging the PESE across spikes and gives the average
stimulus preceding a spike and therefore an estimate of the spectral, temporal, and phasic
aspects of the tuning of the neuron. For nonfrozen broadband stimuli, the STA shows an
organized structure only in the case where there is locking to the fine structure of the stimulus
(Eggermont 1993); intuitively, this is because unless the spikes are synchronized to a particular
phase of the stimulus, the averaging across the PESE will result in destructive interference
comparable to averaging across time. Consistent with reports of phase locking in NL, we saw
coherent STAs for all NL neurons examined (Fig. 1, A and B). In contrast, a meaningful STA
was never observed in our population of ICcc neurons (Fig. 1, C and D), which is consistent
with an elimination of fine structure locking from NL to ICcc. The presence of a coherent
white-noise STA is not a direct indication of phase locking to pure tones; in particular, this
observation cannot be directly related to the most common measure of phase locking—vector
strength—although we suggest that the fact that even our highest-frequency NL neurons (CF
of 6.4 kHz) showed a coherent STA sets a ceiling on possible vector strength values in ICcc.
On the other hand, because there is evidence that vector strength from tone response does not
correctly estimate a neuron’s response to broadband noise (Yin and Chan 1990), the STA is
more meaningful in the context of a study using broadband signals. Mammalian data reports
a continued phase locking in IC, although at reduced maximum frequencies compared with the
earlier nuclei (Liu et al. 2006). The neuron in our data set with the lowest CF10 (1,170 Hz) is
shown in Fig. 1D, and did not display any difference compared with higher-frequency units
(Fig. 1C has a CF10 of 3,500 Hz). Although we cannot rule out phase locking in ICcc at
frequencies <1 kHz, this is a dramatic reduction compared with the ability of NL neurons to
phase lock at frequencies >7 kHz.

Variability
Phase locking in NL throughout the hearing range of the barn owl would predict that the timing
of spikes would convey information about the fine structure of the signal. Consistent with this,
when the same noise stimulus is repeatedly presented to an NL neuron, a clear pattern emerges
in a raster plot of spike times (Fig. 2A). A similar patterned response is also visible in ICcc
neurons (Fig. 2B), despite the lack of phase locking described earlier. To quantify the
reproducibility of the response, we used the shuffled autocorrelogram (SAC) method (Joris
2003;Louage et al. 2004). The height of the SAC gives the likelihood that given a spike at time
t in one presentation of a stimulus that another presentation of the same stimulus will elicit a
spike at the same time; the width of the peak of the SAC gives a measure of how much jitter
in spike timing is present (Fig. 2, C and D). We note that the SACs of ICcc neurons are in
general smooth, indicating a relatively normal distribution of jitter (Fig. 2D). In contrast, NL
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neurons tended to demonstrate peaks (Fig. 1C), suggesting that jitter in NL neurons tends to
occur preferentially at multiples of the period of the preferred frequency of that neuron.

Both NL and ICcc showed a low amount of jitter, as measured by the SAC half-height width
(Fig. 3A). The two populations were not significantly different (NL: Q1 = 0.44 ms, Q2 = 0.74
ms, Q3 = 1.06 ms; ICcc: Q1 = 0.60 ms, Q2 = 0.83 ms, Q3 = 1.03 ms; medians not different by
Kruskal–Wallis, P > 0.2). The SAC heights also indicated a high probability of spikes
reoccurring at fixed times and there was no significant difference in this regard between the
two nuclei (Fig. 3B; NL: Q1 = 2.60 ms, Q2 = 3.63 ms, Q3 = 3.89 ms; ICcc: Q1 = 2.59 ms, Q2
= 3.32 ms, Q3 = 5.08 ms; medians not different by Kruskal–Wallis, P > 0.5). Thus both NL
and ICcc display jitter on the submillisecond scale, indicating that this level of temporal
precision is maintained through the ascending pathway.

Spectral tuning
As described earlier, the STA requires synchrony to the phase of the stimulus. However, there
is ample evidence that the higher auditory centers of both mammals (Batra et al. 1989; Joris
2003; Yin et al. 1984) and owls (Keller and Takahashi 2000) can lock to the power transients
of particular frequency bands within the stimulus regardless of phase. This synchrony can be
thought of as a locking to the amplitude envelope imposed on the signal by the effective band-
pass of the neuron and is thus referred to as envelope coding. To explore this possibility, we
also considered the spectrotemporal receptive field (STRF) (see METHODS), which gives the
power in each frequency channel as a function of time, independent from the phase of the
stimulus. In all neurons recorded in both NL and in ICcc, STRFs were present, which is
consistent with envelope coding being present in the neurons of both nuclei (Fig. 4). The shapes
of the STRFs were qualitatively similar in all cases and for both nuclei. In all neurons examined,
the STRF had an excitatory peak at a latency range predicted by previous physiological data,
followed by an inhibitory trough. Because we saw no evidence for an inhibitory mechanism
in the spike-triggered average for NL neurons, the trough most likely arises from refractory
period effects (Eggermont et al. 1983b). In other words, because we expect the neuron is likely
to spike near the onset of an occurrence of a spike-triggering feature; this leads statistically to
a greater likelihood that a spike-triggering feature is preceded by an absence of spike-triggering
features. The strength of this likelihood is dependent on the refractory period, with shorter
refractory periods causing a less-prominent effect.

Consistent with previous reports based on isointensity frequency-tuning curves (Christianson
and Peña 2006) we observed a dependency of bandwidth on center frequency in both nuclei
(Fig. 5) in the STRF (NL regression: 0.10x + 224 Hz, P < 0.01; IC regression: 0.11x + 107 Hz,
P < 10−6). These regressions were not significantly different (F-test, P > 0.9), indicating that
the spectral tuning ranges seen in ICcc are unchanged from those in NL.

Temporal tuning
There is reason to believe that neurons in NL possess very short membrane time constants and
thus relatively short temporal integration windows (Gertsner et al. 1996). Thus it might be that
ICcc neurons have STRFs that are extended in temporal extent arising from averaging over
greater time periods to effect the reduction of noise in ITD encoding (Christianson and Peña
2006); if this were the case, it would be expected that the values of the stimulus over a greater
period of time could influence response and thus that the TW0.5 would be larger in ICcc
neurons. In ICcc, there was no correlation between CF0.5 and TW0.5 (Fig. 6A; P > 0.4). A weak
correlation was present in NL (P < 0.01), but this is likely the result of a small sample size at
higher frequencies; removing the two neurons with CF0.5 >6,500 Hz removed the correlation
(P > 0.05). Pooling the observed TW0.5 across frequency, there was no statistically significant
difference between the neurons of the two nuclei (P > 0.7). These results are based on a
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definition of TW0.5 that neglected the following inhibitory trough (that is, it considers only the
temporal extent of the excitatory peak), but including the trough did not affect the conclusions
presented here. Thus there is no evidence that ICcc neurons integrate their responses over a
longer period of time than NL neurons and thus that noise reduction for ITD tuning is mainly
the result of a mechanism that pools across inputs rather than one that pools across time.

Separability of the STRFs
Although NL and ICcc STRFs have similar spectral and temporal extent, it may be that there
is some difference in shape that reflects a change in spectral processing from NL and ICcc.
One way to quantify this is the degree of separability of the STRFs: that is, can the STRF be
considered the product of individual time and frequency tuning functions? Alternatively, there
may be nontrivial time–frequency interactions in the receptive field, which could be consistent
with a tuning to frequency-modulated tone sweeps, for instance. Taking the SVD of the STRF
and then observing the fractional energy of the singular value components can address this
question. For a separable STRF, the fractional energy of the first singular value will dominate
over that of the other values. When we perform this analysis on our data set (Fig. 6), we see
that for both nuclei the fractional energy of the first component dominates (fractional energy
of the first singular value for NL: 77 ± 8%; for ICcc: 65 ± 17%), whereas the others lay along
a characteristic exponential line, which suggests that the spectral and temporal components of
the STRFs are relatively separable: that is, that the STRF can be well approximated as the
product of a spectral and a temporal tuning vector, although as Fig. 7 illustrates there was a
trend toward a small downward sweep in the STRFs. There is also no strong evidence that
either nucleus is more separable than the other (P > 0.01), which argues against any dramatic
changes in the shape of the STRFs. The fact that the fractional energies are different at the P
< 0.05 level leaves open the possibility that there is some subtle change in the STRF shape
between the two nuclei, perhaps reflecting the beginning of stimulus-specific spectrotemporal
tuning.

Prediction of response
In principle, descriptions of the receptive fields of a neuron should be able to predict the
neuron’s response to novel stimuli (Eggermont et al. 1983a; Linden et al. 2003; Theunissen et
al. 2000). The degree to which the prediction matches the true neuronal response then provides
a measure of the sufficiency of the model: in this case, to what degree the STRF is a complete
description of the behavior of the neuron. Because the STRF is a linear model, if some nonlinear
processing of spectral cues was introduced from NL to ICcc, it would not be evident in the
preceding analysis, but we would expect that the ability of the STRF to predict responses in
ICcc to be degraded compared with the performance in NL.

We were able to test this in the neurons for which we collected frozen noise data. In NL, it was
possible to get a good prediction of the firing rate in response to a novel stimulus (because the
frozen noise data were not included in the computation of the PESE), as seen in Fig. 8A. In our
data set, a linear model was able to account for 39 ± 12% of the variance of NL neurons (Fig.
8B); this is comparable to the predictive ability of STRFs in ICls (Keller and Takahashi
2000), auditory cortex (Linden et al. 2003), and in the auditory midbrain of the grass frog
(Eggermont et al. 1983a). ICcc neurons were also well estimated by the STRF (Fig. 8C) and
the performance across the ICcc population (31 ± 12% of variance explained) was not
significantly different from the performance in NL (ANOVA, P > 0.1). Thus although we
cannot rule out the possibility that there is some nonlinear difference in spectrotemporal
encoding between NL and ICcc neurons, our data do not suggest such a conclusion.
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Envelope coding of ITD
Neurons in the cat IC were also previously identified that appear to synchronize to the cochlea-
induced envelope pattern (Chase and Young 2006; Joris 2003). However, synchronization to
amplitude modulations, both of the sound’s intrinsic waveform (Joris and Yin 1992, 1998) and
of the cochlear output waveform (Louage et al. 2004), was described in lower auditory centers,
leaving open the possibility that phase-locking and envelope-locking neurons represent two
distinct populations throughout the ascending auditory pathway. Although we did not observe
any NL neurons that did not phase lock, we would like to rule out the possibility that the ICcc
neurons were driven by a subset of purely envelope-locking NL neurons.

A simple test for this comes from polarity tolerance. Normally, the rate-ITD function obtained
with anticorrelated broadband noise presented to the two ears is the inverse of the rate-ITD
function obtained with perfectly correlated noise (Yin et al. 1987). However, some rate-ITD
functions do not invert under anticorrelated stimulation (Joris 2003). Because the amplitude
envelope of a signal is invariant with respect to inversion (Hartmann 1997), the absence of
inversion with anticorrelated noise is consistent with a computation of ITD based on the cross-
correlation of signals synchronized to the envelope. Therefore we collected rate-ITD functions
in both correlated and anticorrelated cases for 17 ICcc neurons. In all cases, we observed a
significant negative correlation between the two rate-ITD functions (P < 10−4), indicating that
the inputs to these neurons had been locked to ongoing phase, and not the envelope, when
computing the ITD.

DISCUSSION
NL neurons project to ICcc (Takahashi and Konishi 1988). Our results show, for the first time,
that phase locking to frequencies >1 kHz in the barn owl is significantly reduced in a single
step. Work in mammalian systems demonstrated a decline in the ability of neurons to phase
lock through ascending auditory stations, although phase locking can still be observed as high
as auditory cortex (Liu et al. 2006; Wallace et al. 2002; Winter and Palmer 1990). Our results
indicate that it is possible for ascending auditory centers to maintain comparable
spectrotemporal tuning, in the sense of having STRFs with equal frequency and temporal tuning
parameters, while discarding the phase information used by their inputs. Although a
representation of phase is necessary for the computation of ITD, the many documented
specializations of the early ITD pathway (Carr 1993; Trussel 1999) suggest that it is costly to
preserve. Thus in terms of the representation of the dynamic spectral properties of the signal,
it may be more efficient to maintain precision on the millisecond scale while allowing jitter to
accumulate at a submillisecond scale, which would then result in a decline in phase-locking
quality.

Previous studies in the barn owl (Keller and Takahashi 2000), as well as amphibian (Hermes
et al. 1981) and mammalian models (Carney and Yin 1989), demonstrated patterned (that is,
stimulus-locked) responses in the midbrain using broadband noise. However, because of the
segregation of sound localization cues in the barn owl, it is not immediately clear whether these
responses emerge from the ITD pathway or the ILD pathway. Taken all together, our results
suggest that the population activity of the nuclei of the ITD pathway, and specifically ICcc,
can be treated as a dynamic spectrum analyzer with a temporal resolution of approximately a
millisecond. Although this does not rule out any role of the ILD-sensitive neurons in the
generation of spectral tuning in higher auditory centers, it does argue against the possibility
that the spectrotemporal tuning in ICls neurons reported by Keller and Takahashi (2000) is
attributed solely to the inputs from the ILD-sensitive neurons.

We did not examine the effect on the STRF of varying ITD because the rectification and large
dynamic range of the rate-ITD functions of ICcc neurons (Christianson and Peña 2006) made
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collecting a sufficient number of spikes for nonpeak ITDs prohibitive. However, raster plots
from the work of Carney and Yin (1989) indicate that the timing of spikes, if not their number,
is relatively invariant to changes in the ITD in the cat IC; this is confirmed by the work
demonstrating that spike timing does not appear to convey information related to the ITD
(Chase and Young 2006). Previous work in owls (Keller and Takahashi 2000) demonstrated
that STRFs of neurons in the ICls, to which ICcc projects, are also invariant under changes in
ITD. Thus any dependency on ITD of STRFs for NL and ICcc neurons is likely to be
explainable by a modulation in gain resulting from the dependency of mean firing rate on ITD.

In previous work, we showed that the transition from NL to ICcc acts as a noise-elimination
phase in the representation of ITD (Christianson and Peña 2006). It might be expected that this
improvement in the encoding of a spatial location cue might come at the expense of the
representation of the spectral content; this is especially true in the barn owl, where it is
established that there is a frequency convergence to resolve ITD coding ambiguity (Mazer
1998; Saberi et al. 1999; Takahashi and Konishi 1986). Here, we demonstrate that this is not
the case. The conclusion is thus that the pooling that produces the reduction in ITD encoding
noise must occur over a population of NL neurons with extremely similar spectrotemporal
tuning. This may not be as difficult to arrange as it may appear. Theoretical work suggests that
the neurons that compute the ITD should behave as cross-correlators (Licklider 1959), which
experimental work supports (Yin and Chan 1990). One of the properties of cross-correlation
is that the shape of the cross-correlation function (in this case, the rate-ITD function) should
be determined by the spectral tuning of the cross-correlator, known as the Wiener–Khinchin
relationship. Although the experimental evidence in support of this property is weak (Yin and
Chan 1990), it suggests that with an assumption of a moderate degree of homogeneity in the
properties of NL neurons, the expectation would be that similar spectral tuning should
accompany similar ITD tuning.

At first glance, the observation from Christianson and Peña (2006) that NL neurons are noisy
compared with ICcc neurons would seem to be in conflict with our observation that the
variability in response to frozen noise stimulation was the same in both nuclei. In fact, the noise
in the NL rate-ITD functions is likely to be the result of the spectrotemporal tuning itself.
Because white noise has a uniform spectrum only when averaged over time, we would expect
the firing rate over small time windows to be influenced to a large degree by the instantaneous
power spectrum of the signal. The result that the STRFs and the SACs of both NL and ICcc
neurons are similar suggests that the variability in response arising from spectral properties of
the signal is the same in both nuclei, and we have observed that the overall variability in firing
rate as a function of mean firing rate was similar in both NL and ICcc (Christianson and Peña
2006). Thus it is likely that a primary source of “noise” in the rate-ITD function is a result of
the variations in spike timing linked to spectrotemporal attributes of the sound, which is
consistent with work done in cats indicating that ITD information is not carried by precise
spike timing (Chase and Young 2006). However, in ICcc the increase in overall dynamic range
in the rate-ITD function (Christianson and Peña 2006) allows that the variation in mean firing
rate resulting from the firing patterns related to the spectral properties of different signals with
the same ITD be small compared with the variation in mean firing rate resulting from changes
in the ITD. As such, this constitutes an elegant implementation of simultaneous rate- and
timing-based coding strategies to represent multiple stimulus parameters within the limited
language of neuronal spiking.
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FIG. 1.
Examples of spike-triggered averages. Shown are examples of the spike-triggered averages of
nucleus laminaris (NL; A, B, left column) and central nucleus of the inferior colliculus (ICcc;
C, D, left column) neurons, along with their spectrograms (right column). Abscissa gives the
time preceding the spike; color bars are provided for reference, but in the following figures
will be omitted. A: 4,135 spikes; B: 4,983 spikes; C: 4,739 spikes; D: 4,835 spikes.
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FIG. 2.
Patterned response in NL and ICcc. Example spike rasters for an NL (A) and an ICcc (B) neuron,
using repeated presentation of identical broadband stimuli. C and D: respective shuffled
autocorrelograms (SACs) for A and B. Note the fine timescale modulation of the NL SAC,
which arises as a result of the phase locking of the neuron, is absent in the ICcc SAC. Despite
that, their outer half-height widths are similar.
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FIG. 3.
Variability in NL and ICcc. A: half-height widths of the SACs for NL and ICcc neurons. B:
maximum height of the SACs for NL and ICcc neurons. Boxes extend from lower quartile to
upper quartile of the sample, with the center line marking the median. Outliers (+) are data
points >1.5-fold the interquartile range of the sample.
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FIG. 4.
Examples of STRFs estimated for 4 NL (A–D) and ICcc (E–H) units.
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FIG. 5.
Bandwidths (BWs) of the receptive fields. BW0.5 of the spectrotemporal receptive fields
(STRFs) of NL neurons (circles) and ICcc neurons (crosses) plotted against the 0.5 centered
frequency (CF0.5). There is no evidence for a difference in distribution between the 2
populations (P < 0.9).
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FIG. 6.
Temporal widths (TWs) of the receptive fields. A: TW0.5 of the STRFs of NL (circles) and
ICcc neurons (crosses) plotted against the CF0.5. There was no apparent correlation between
the parameters for ICcc and a weak and possibly artifactual correlation for NL (see text). B:
boxplot of the distribution of temporal widths seen in the two nuclei. Median TW0.5 was not
significantly different (P > 0.7).
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FIG. 7.
Mean fractional energy of the singular value decomposition (SVD) of the STRFs for all NL
(×) and ICcc (○) neurons. Mean fractional energy of the first singular value for NL neurons:
77 ± 8%. Mean fractional energy of the first singular value for ICcc neurons: 65 ± 17%.
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FIG. 8.
Prediction of response. A: poststimulus time histogram (PSTH) of NL neuron (dashed line) in
response to frozen noise, overlaid with the prediction of response based on the STRF (solid
line). Because our model is linear, and therefore does not include the effects of rectification,
the model predicts negative firing rates, leading to the visible troughs not present in the PSTH.
This trend is expected to be more conspicuous in ICcc, where strong rectification effects have
been demonstrated (Christianson and Peña 2006). B: distribution of correlation coefficients
between predicted and observed firing rates (>80 ms of stimulus) for 10 NL neurons. C and
D are similarly for 22 ICcc neurons.
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