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ABSTRACT The [FeFe] hydrogenase from the green alga Chlamydomonas reinhardtii can catalyze the reduction of protons to
hydrogen gas using electrons supplied from photosystem I and transferred via ferredoxin. To better understand the association of
the hydrogenase and the ferredoxin, we have simulated the process over multiple timescales. A Brownian dynamics simulation
method gave an initial thorough sampling of the rigid-body translational and rotational phase spaces, and the resulting trajectories
were used to compute the occupancy and free-energy landscapes. Several important hydrogenase-ferredoxin encounter complexes
were identified from this analysis, which were then individually simulated using atomistic molecular dynamics to provide more
details of the hydrogenase and ferredoxin interaction. The ferredoxin appeared to form reasonable complexes with the hydrogenase
in multiple orientations, some of which were good candidates for inclusion in a transition state ensemble of configurations for
electron transfer.

INTRODUCTION

The photobiological generation of hydrogen gas by the green

alga Chlamydomonas reinhardtii provides a promising

pathway for renewable hydrogen production (1–7). The H2-

production process of C. reinhardtii is sensitive to O2 (8).

Although oxygenic photosynthesis and H2 production would

thus appear to be incompatible, it has been possible to find

conditions under which the O2 production activity of pho-

tosystem II (PSII) is decreased enough to induce hydrogenase

activity. For instance, when the environmental sulfur sup-

plies are limiting in sealed cultures, the rates of photosyn-

thetic O2 evolution decrease (9) and respiration rapidly

consumes the remaining O2, thereby creating an anaerobic

environment (9–14). At the same time, the activity in pho-

tosystem I (PSI) is preserved and the photochemical energy

absorbed by PSI is converted into electrochemical energy in

the form of low-potential electrons that are transferred to

soluble ferredoxins. Photooxidized PSI may be reduced by

the chloroplastic quinone pool, which is in turn kept reduced

by residual PSII activity as well as by some of the reducing

equivalents originally stored as starch during sulfur-replete

conditions (15–17). Thus, by alternating between conditions

of sulfur exposure and deprivation, hydrogen gas can be

produced in a sustainable way (11).

Optimizing this process to permit simultaneous water

oxidation and proton reduction at high PSII and PSI activity

would be desirable, and several challenges that would arise in

such a system remain to be addressed. Among these is the

multiplicity of partners for PSI-reduced ferredoxin under

normal growth conditions, which include ferredoxin-

NADP1 reductase (FNR) to generate reductant for CO2

fixation, and hydrogenase to generate hydrogen gas (7,18).

The Michaelis-Menten constant (KM) of FNR versus hy-

drogenase for reduced ferredoxin (FNR KM values of 0.4 mM

(19) versus hydrogenase KM values of 10–35 mM (20,21)),

suggests that the CO2 fixation pathway through FNR might

be a preferred electron sink to H2 production. The electron

flux through these two competing pathways is in part a

function of the thermodynamic and kinetic parameters for

the ferredoxin-dependent reduction of each enzyme. Since

FNR is one of the central enzymes in the photosynthetic

pathway, one long-term possibility to optimize biological

hydrogen production is to engineer the hydrogenase-ferredoxin

interaction to divert greater electron flux to this pathway. For

this reason, and to better understand the mechanism of

electron transfer between the [2Fe-2S] ferredoxin and hy-

drogenase, detailed information on how the hydrogenase

interacts with the ferredoxin is required. Compared to the

studies on interactions between FNR and ferredoxin (22–27),

relatively few studies on the hydrogenase-ferredoxin inter-

action (18,20,21,28) exist and experimental data are limited.

There are two hydrogenases (HydA1 and HydA2) (29) and

at least six [2Fe-2S] ferredoxins (PetF1-PetF6) (30) encoded in

the C. reinhardtii genome. Although structures for the hydro-

genase and hydrogenase-ferredoxin complex from C. rein-
hardtii are still unknown, it is possible to use computational

methods to build models. Chang et al. used homology model-

ing and rigid-body docking to simulate a hydrogenase

(HydA2)-ferredoxin (PetF1) electron-transfer complex (31).

Filtered by the intermetallocluster distance and refined by the

potential energy calculation, two candidates for a hydro-

genase-ferredoxin binding complex were identified, which in

keeping with the previous work are referred to here by their

original index numbers 16 and 42. Of these, complex 16 was

determined to have a lower binding free energy. Therefore,

complex 16 was suggested to more likely represent an in vivo
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interacting configuration between the hydrogenase and fer-

redoxin during electron transfer (31).

The structures of the hydrogenase-ferredoxin complexes

16 and 42 are shown in Fig. 1. The major difference between

these two structures is the orientation of the ferredoxin

with respect to the hydrogenase. The two structures are re-

lated by an ;180� rotation of the ferredoxin around the axis

from the [4Fe4S]H subcluster of the hydrogenase catalytic

center H-cluster to the [2Fe2S]F cluster of the ferredoxin.

The binding interface on the hydrogenase has many posi-

tively charged residues and the binding interfaces on the

ferredoxin are mainly negatively charged, which is consistent

with the role of charge-charge interaction in mediating

formation of electron-transfer complexes (18). The detailed

structures of the ferredoxin [2Fe2S]F cluster and H-cluster are

shown in Fig. 2. The redox active [2Fe2S]F cluster of the

ferredoxin functions as the electron carrier. During an elec-

tron-transfer event, the reduced ferredoxin binds to the hy-

drogenase and transfers a single electron to the hydrogenase

H-cluster. The hydrogenase catalytic center H-cluster con-

sists of a [4Fe4S]H cubane metallocluster and a [2Fe]H met-

allocluster. These two metalloclusters are covalently bonded

together via a conserved cysteine (33). Two successive

electron transfer events are required for a single catalytic

cycle by the hydrogenase to produce one molecule of hy-

drogen gas.

Brownian dynamics (BD) has been widely used in recent

years to study the protein association process (34–40). In

most BD simulations, proteins are treated as rigid bodies and

are moved by the Brownian forces stochastically (41). The

long-range electrostatic force and desolvation effects are

considered, whereas short-range interactions such as hydro-

gen bonding, van der Waals forces, and explicit salt bridges,

are neglected. Simplifying the force treatment gives the BD

method the ability to simulate molecules over microsecond

timescales within reasonable computational time. The BD

simulation method has successfully reproduced experimen-

tally measured protein association rates (36,42,43), as well as

the transient encounter complexes during the association

process (44). A free energy landscape analysis method based

on the BD simulation trajectories was developed recently to

identify encounter complexes and to detail reaction pathways

(45–47). When the two proteins are closer, however, short-

range interactions become important. Therefore, more

detailed (but slower) molecular dynamics (MD) simulations

are required to simulate the dynamics of the encounter

complex.

Based on the structures of complexes 16 and 42, we in-

vestigated the dynamics of the ferredoxin PetF1 association

with the hydrogenase HydA2 using BD and all-atom MD

simulations. Free energy landscapes were computed from BD

trajectories, and the reaction pathways, as well as the en-

counter complexes, were identified. The details of the asso-

ciation dynamics in the encounter complexes were further

characterized by atomistic MD.

METHODS

Reference structures

Based on the model structures of C. reinhardtii hydrogenase-ferredoxin

complexes 16 and 42 (31), we ran BD and MD simulations with the hy-

drogenase in the oxidized state and the ferredoxin in both reduced and oxi-

dized states. The CHARMM22 atomic charges and atom radii (48) were used

for the amino acid residues of the hydrogenase and the ferredoxin in elec-

trostatic potential calculations and MD simulations. The partial atomic

charges and radii for the metalloclusters were derived from geometry-opti-

mized model clusters, using a BLYP/6-311G(d) model chemistry and

Natural Population Analysis charges (49) (manuscript in preparation). We

note that although this charge derivation procedure differs from the canonical

CHARMM method, Meuwly and Karplus have found key dynamical fea-

tures around the [3Fe4S] cluster of the Azotobacter vinelandii 7Fe ferredoxin

insensitive to the particular charge model (50).

In the reduced state, the ferredoxin [2Fe2S]F cluster and the accompa-

nying four cysteine sulfur ligands (from Cys39
F ; Cys44

F ; Cys47
F ; and Cys77

F )

have a total partial charge of�3, whereas in the oxidized state the total partial

charge is �2. In this research, we assumed that the conformations of the

reduced and oxidized ferredoxin were identical except for the peptide bond

between residues Cys44
F and Ser45

F : In the oxidized state, Cys44
F -CO points to

the [2Fe2S]F cluster, whereas in the reduced state, the Cys44
F -CO points away

because of larger charge repulsion (Fig. 3) as reported by Morales et al. (51)

The pKa values of the charged residues on the reduced and oxidized ferre-

doxin were calculated using H11 (52,53). We found that the redox state of

the [2Fe2S]F cluster had a very weak influence on the pKa values and the

protonation states of the charged residues on the ferredoxin remained the

same at different [2Fe2S]F redox states at pH 7.0 (Supplementary Material,

Table S1, Data S1). For the hydrogenase, we only simulated the hydrogenase

FIGURE 1 Structures of complex 16

(left) and complex 42 (right). Neutral

residues of the hydrogenase are in cyan

and those of the ferredoxin in lime

green. The metalloclusters shown are

the hydrogenase H-cluster and the fer-

redoxin [2Fe2S]F cluster. Positively

charged residues on both proteins are

shown in red, and negatively charged

residues in blue. The pictures in Figs.

1–4 and 11, and in Table 2, were gen-

erated by VMD (32).
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with the H-cluster in the oxidized state. The total partial charge on the [2Fe]H

cluster is �1, and the [4Fe4S]H cluster, along with the four cysteine sulfur

ligands (from Cys111
H ; Cys166

H ; Cys366
H ; and Cys370

H ), has a total partial charge

of �2.

Brownian dynamics simulations

We used the Brownian dynamics simulation program package Simulation of

Diffusional Association (SDA) (54) to perform the BD simulations. We

simulated a total of four systems: BD16R, the atomic coordinates of the hy-

drogenase and ferredoxin from the energy-minimized structure of complex

16, with the ferredoxin in the reduced state; BD16O, based on the complex 16

structure with an oxidized ferredoxin; BD42R, based on the complex 42

structure with a reduced ferredoxin; and BD42O, based on the complex 42

structure with an oxidized ferredoxin. During the BD simulation, both hy-

drogenase and ferredoxin were treated as rigid bodies. The center of mass

(COM) of the hydrogenase was fixed in the center of the simulation sphere,

and rotational movement was allowed. The ferredoxin moved stochastically

around the hydrogenase both translationally and rotationally. The BD sim-

ulations started at b ¼ 100 Å of COM-COM distance between the hydro-

genase and ferredoxin, and were terminated if the two proteins achieved a

COM-COM distance of c . b. To improve the sampling statistics in the

region close to the hydrogenase for the free energy landscape analysis, we

used a small c ¼ 120 Å. The BD simulations were performed at 50 mM, 150

mM, 300 mM, and 500 mM. At each ionic strength, 50,000 trajectories were

generated.

The electrostatic interactions during the simulation were calculated using

the following method. First, the electrostatic potential grid around each

protein was calculated using the Adaptive Poisson-Boltzmann Solver

(APBS) program (55) to solve the full Poisson-Boltzmann equation at the

given ionic strength. The grid was centered at each protein and had a di-

mension of 161 3 161 3 161 with a spacing size of 1 Å, as required by the

SDA program. The solvent dielectric constant, es, was 78.5 and the protein

interior dielectric constant, ep, was set to 4.0. For details of the APBS cal-

culation parameters, please refer to the sample APBS input file (Supple-

mentary Material, Table S2, Data S1). Next, the effective charges on each

protein were calculated by the ECM (Effective Changes for Macromolecules

in solvent) module (56) in the SDA package. The effective charges are fitted

to reproduce the molecular electrostatic potentials calculated by APBS. Fi-

nally, the charge desolvation penalty grid was calculated using the

mk_ds_grd program in the SDA package (54). The desolvation energy for

ferredoxin due to the presence of hydrogenase was computed according to

DGds ¼ a
es � ep

esð2es 1 epÞ
+
ij

ð1 1 krijÞ2expð�2krijÞ
q

2

i a
3

j

r
4

ij

; (1)

where a is the scaling factor and we used a value of 1.67 from Gabdoulline

and Wade (42); k is the Debye-Hückel screening parameter, which depends

on the given ionic strength; i and j denote atom i of the ferredoxin and atom j
of the hydrogenase, respectively; q is the effective charge; a is the atomic

radius; and rij is the distance between the two atoms. The desolvation energy

for the hydrogenase due to the presence of the ferredoxin was computed in a

similar way. During the BD simulation, the electrostatic interaction on the

hydrogenase (or ferredoxin) was then computed using the effective charges

on the hydrogenase (or ferredoxin) and the electrostatic potential grid of the

ferredoxin (or hydrogenase). The charge desolvation penalty was calculated

similarly using the effective charges and desolvation penalty grids. In this

way, the energies could be evaluated much more quickly.

The BD trajectory was propagated by solving the diffusion equations. The

translational diffusion equation is

Dr~ðtÞ ¼ DDt

kBT
F~ðtÞ1 R~ðtÞ; (2)

where D is the relative translational diffusion constant, Dt is the time step,

F~ðtÞ is the instantaneous systematic potential force, kB and T are the

Boltzmann constant and temperature, respectively (T ¼ 298 K in this

work), and R~ðtÞ is the random displacement due to the collisions between the

protein and the solvent molecules. The values of R~ðtÞ satisfy the boundary

conditions

ÆR~ðtÞæ ¼ 0 and ÆR~ðtÞR~ð0Þæ ¼ 6DDt: (3)

The rotational diffusion equations for both hydrogenase and ferredoxin were

solved in a similar way. The translational and rotational diffusion constants

for the hydrogenase and ferredoxin were calculated by the program

HYDROPRO (57) and the results are presented in Table 1. The calculated

diffusion constants are similar to the diffusion constants of similarly sized

proteins (42).

The BD simulation time step Dt was chosen as 1.0 ps when the COM-

COM distance of the two proteins was within 80 Å. Since the relative

translational diffusion constant, D, of the ferredoxin versus the hydrogenase

is ;0.02 Å2/ps, the average movement per step is only
ffiffiffiffiffiffiffiffiffiffiffi

6DDt
p

¼ 0:35Å: At

larger separation distances, Dt was increased linearly with a slope of 0.5 ps/Å.

FIGURE 2 Detailed structures of the ferredoxin [2Fe2S]F cluster and the

[4Fe4S]H and [2Fe]H clusters of the hydrogenase in complex 16.

FIGURE 3 Conformational switch in the peptide bond between CysF
44 and

SerF
45 for the oxidized (A) and reduced ferredoxin (B). The [2Fe2S]F cluster

and the -C(¼O)NH- peptide bond between the two residues are in CPK

format, and the ferredoxin backbone is in tube format.
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Free energy landscape calculations

The free energy landscape calculation process is similar to that used by Spaar

et al. (46,47). The trajectories of the BD simulations, along with the potential

energy information, were stored and used for the free energy landscape

calculations. To obtain the free energy, however, the entropy must be cal-

culated. The entropy depends on the spatial and orientational distributions of

the ferredoxin, which can be computed from the occupancy landscapes. For

that reason, the free energy landscape was computed in three steps. First, the

BD simulation trajectories were used to create the spatial and orientational

occupancy landscapes of the ferredoxin. Second, from the occupancy land-

scapes, local entropy-loss landscapes were computed. Finally, based on the

entropy-loss landscapes and the potential energy information in the trajec-

tories, the free energy landscape was generated.

The computation of the spatial occupancy landscape

To analyze the BD trajectories of BD16R and BD16O, a reference coordinate

system was constructed based on the bound structure of complex 16 (Fig. 4 A).

The origin of the reference coordinate system was at the COM of the

hydrogenase in the complex. The z axis direction points to the COM of

the ferredoxin. Without loss of generality, the y axis direction was assigned

as the normal vector of the plane that included the two COMs and the

N-terminal nitrogen (N1) of the hydrogenase. For analyzing BD42R and

BD42O trajectories, a similar reference coordinate system was constructed

based on the bound structure of complex 42.

The coordinates from the BD trajectories were then transformed to new

coordinates under the reference coordinate system. Since in the reference

coordinate system the COM of the hydrogenase was at the origin, the COM-

COM vector rspatial(t) was the coordinates of the ferredoxin COM under the

reference coordinate system. The length, r, zenith angle, uspatial, and azi-

muthal angle, fspatial, of the vector rspatial(t) (Fig. 4 B) were then calculated so

that they could be assigned into a 3-dimensional spherical grid accordingly.

The grid spacing was Dr ¼ 2 Å, Duspatial ¼ 2�, and Dfspatial ¼ 2�. For the

original bound-state structure, uspatial ¼ 0. By counting the occurrence of

the ferredoxin COM in each grid bin, the spatial occupancy landscape of the

ferredoxin was generated. The three-dimensional spherical grid is visualized

as polar azimuthal-equidistant projections of half-spherical positive-z shells,

each pertaining to a given COM-COM distance, R, using OpenDX (58). The

negative-z half-sphere is not shown, as this corresponds to the hydrogenase

surface opposite to the metallocluster binding sites, and no major occupancy

above background was observed there.

The computation of the orientational occupancy landscape

The reference coordinate system used in the orientational occupancy land-

scape computation was the same as the one used to compute the spatial

occupancy landscape (Fig. 4 B). However, for the orientational occupancy

landscape computations, the vectors rspatial(t) and rorient(t) were both calcu-

lated. The rorient(t) was defined as a vector pointing toward the COM of the

ferredoxin from the COM of a virtual hydrogenase, placed according to the

original bound state (Fig. 4 C). In this way, the zenith angle, uorient, and

azimuthal angle, forient, of vector rorient(t) represent the angular orientation of

the ferredoxin in the global coordinate system at each point during the

simulation. Visual orientation landscapes (e.g., Fig. 5 B) were polar azi-

muthal-equidistant projections of the positive-z half-sphere in the reference

frame shown in Fig. 4 A, color-coded according to the accumulated (u,f)

occupancy. Since the length of rorient(t) was fixed, the length of rspatial(t), along

with the uorient and forient angles of rorient(t), was used to assign rorient(t) to

a 3-dimensional spherical grid similar to the one described in the previous

section.

The computation of the local entropy-loss landscapes

The local entropy-loss landscape was computed using the method described

by Spaar et al. (46,47). The local entropy loss is the sum of the translational

(DStrans) and rotational (DSrot) entropy loss. The DStrans landscape was also a

3-dimensional spherical grid. The DStrans value at bin (r0,u0,f0) could be

calculated from the spatial occupancy landscape using the equation

DStrans ¼ �kB +
N

n¼1

PnlnPn � kBlnN; (4)

where Pn is the probability at bin n in the spatial occupancy landscape and N
is the number of spatial occupancy bins within the locally accessible volume,

V. The accessible volume, V, was defined as a sphere around the spatial

occupancy bin at (r0,u0,f0) with a radius, Rcut, of 3 Å, the same value used by

Spaar et al. (46). The error bars of DStrans were estimated by varying Rcut from

2 Å to 4 Å. Similarly, the DSrot landscape could also be computed with a

rotational volume of u0 6 3� and f0 6 3�, and the error bars were estimated

by varying the rotational volume from u0 6 2� and f0 6 2� to u0 6 4� and

f0 6 4�.

The computation of the total energy and free
energy landscapes

The total energy, DE, was calculated by

DE ¼ DEel 1 DGds; (5)

where DEel is the electrostatic potential energy and DGds is the desolvation

energy, both of which can be obtained directly from the BD simulation

trajectories. In the total energy landscapes, the DE value stored at bin

(r0,u0,f0) was the minimum value throughout the simulation trajectories at

this position. In this way, we could identify the minimum free energy path

(reaction path) of the hydrogenase-ferredoxin association dynamics. Finally,

the free energy landscape could be computed by the equation

DG ¼ DE� TDS;DS ¼ DStrans 1 DSrot: (6)

Molecular dynamics simulations

The association dynamics of PetF1-HydA2 encounter complexes, the

structures of which are illustrated in Table 2, were simulated with atomistic

MD. Each encounter complex was solvated in a TIP3P water box. The water

box was chosen to be large enough so that the protein atoms were at least 10 Å

away from the box edges. Na1 ions were added to neutralize the negative

charges of the system. The MD simulations were performed using the

NAMD simulation package (59) with the CHARMM22 protein force field

(48). The time step used in the simulations was 1 fs. Electrostatic energies

were calculated by the particle mesh Ewald summation method with ;1 Å

mesh density. The simulated system was first minimized for 1000 steps using

the conjugate gradient method. It was then equilibrated for 25 ps in the

isothermal-isobaric (NPT) ensemble at 298 K and 1 atmosphere with all

protein atoms fixed, followed by another 1000-step conjugate gradient

minimization. The system was equilibrated for another 25 ps with only the

protein backbone atoms fixed, followed by another minimization. Finally,

the whole system was allowed to move and the production run began. Pro-

TABLE 1 Brownian dynamics simulation parameters

Complex 16 Complex 42

Relative translational

diffusion constant (Å2/ps)

2.160 3 10�2 2.165 3 10�2

Rotational diffusion

constant of ferredoxin (rad2/ps)

3.016 3 10�5 2.937 3 10�5

Rotational diffusion constant

of hydrogenase (rad2/ps)

5.918 3 10�6 6.289 3 10�6
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duction runs were again done in the NPT ensemble with temperature coupled

to a 298 K Langevin bath and pressure maintained at 1 atmosphere with a

Langevin piston (60,61). The total simulation time for each encounter

complex was 3 ns. For all simulations, trajectories were saved every 1 ps of

simulation time for further analysis.

RESULTS

Occupancy landscapes

The spatial and orientational occupancy landscapes for

BD16R at 50 mM ionic strength are displayed in Fig. 5. The

COM-COM distance for the occupancy landscapes shown is

36 Å, at which distance the global minimum of the free en-

ergy occurs (see ‘‘Free-energy landscapes’’, below). For the

spatial occupancy landscape (Fig. 5 A), the most frequently

occupied position is close to the center of the map (where

uspatial ¼ 0�), i.e., the position of the ferredoxin center in the

original bound state. The orientational occupancy landscape

at 36 Å (Fig. 5 B) has two major minima, showing that the

ferredoxin orientational distribution is more diversified than

its spatial distribution. Here, we define the edge-to-edge

distance for a certain configuration, which is the closest

distance between the hydrogenase [4Fe4S]H sulfur ligands

and the ferredoxin [2Fe2S]F sulfur ligands. For the minimum

at the upper left of the map, when the two proteins are ,36 Å

from each other, the configuration at this minimum evolves

into a configuration similar to the bound state, which has the

smallest edge-to-edge distance during the simulation. We

denote this configuration as encounter complex EC16AR. For

the other minimum at the lower left corner of the map, it

represents a configuration that has the lowest free energy

during the BD simulations as revealed by the free energy

landscape analysis. We denote this configuration as EC16BR.

The occupancy landscapes for BD16O are similar (Supple-

mentary Material, Fig. S1, Data S1).

The analogous landscapes for BD42R at 50 mM ionic

strength are displayed in Fig. 6. The COM-COM distance for

these landscapes is 40 Å, the distance corresponding to the

global minimum of the free energy. As with BD16R, in the

spatial-occupancy landscape (Fig. 6 A) the most frequently

occupied position is close to the center of the map. The ori-

entational occupancy landscape (Fig. 6 B) has two major

minima located in the left region of the map. The upper

minimum is where the global free energy minimum occurs,

denoted as EC42BR. The second minimum is in the lower left

corner, denoted as EC42CR. As with BD16R, we denote the

FIGURE 4 (A) Definition of the reference co-

ordinate system and the rspatial vector for BD16R/O.

(B) Definition of the zenith angle, u, and azimuthal

angle, f, for BD16R/O. (C) Definition of the rorient

vector for BD16R/O.
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configuration with the minimum edge-to-edge distance during

the BD simulation as EC42AR. EC42AR is close to the con-

figuration in the bound state and occurs only when the two

proteins are very close (#36 Å). The occupancy landscapes for

BD42O are similar (Supplementary Material, Fig. S2, Data S1).

The encounter complexes identified above at 50 mM ionic

strength are summarized in Table 2, with their free energies

and configurations displayed. The same analysis was per-

formed for all four systems at higher ionic strengths, and the

configurations were found to be similar to those at 50 mM

ionic strength for most of the systems. The lack of configu-

ration changes with increasing ionic strength may be due to

the close distances between the interacting charges resulting

in weak ionic screening. The exception is EC42BR/O: with

increasing ionic strength, the ferredoxin moved slightly to

adjust to the influence of the ionic strength change (Supple-

mentary Material, Fig. S3, Data S1). This motion of the

ferredoxin reduces the distance between the negatively

charged residues Asp5
H and Glu93

F considerably and thus in-

creases the free energy. The redox state of the ferredoxin also

has little influence on the configurations, which can be ob-

served in Table 2. This indicates that the electrostatic inter-

actions between the hydrogenase and ferredoxin are very

strong in the encounter complexes, so that the redox state of

the ferredoxin only has a modest influence on the shape of the

free energy surface. Another interesting fact is that EC16BR/O

and EC42CR/O are similar, but mutually different from both

reference model complexes 16 and 42. Thus, the common

configurations reported here may represent a third productive

family of configurations for electron transfer.

Free energy landscapes

The free energy landscapes at 36 Å and 40 Å for BD16R are

shown in Fig. 7. When the two proteins are separated at a

distance of 40 Å, the local free energy minimum is located

near the center of the map. At a distance smaller by 4 Å, the

local free energy minimum remains in the central region.

However, as the local free energy minimum decreases in

value, the basin area around the minimum gets more focused,

showing that the degrees of freedom of the ferredoxin are

more restricted when the two proteins are closer to each other.

This is consistent with the funnel-shaped free energy land-

scapes found in other protein-protein association studies

(45,46,62). The free energy landscapes for BD16O, BD42R,

and BD42O are similar (Supplementary Material, Figs. S4–

S6, Data S1).

The reaction path is defined as the path along the local

minima of the free energy landscapes at different hydro-

genase-ferredoxin separation distances. The free energy

curve along the reaction paths for BD16R at 50 mM ionic

strength is shown in Fig. 8 A. The electrostatic potential en-

ergy, desolvation energy, and entropy contributions to the

free energies are shown in Fig. 8, B–D, respectively. Since

only the local minimum energies are stored in the total energy

landscape, there are no error bars for the electrostatic po-

tential energy curve and the desolvation energy curve. The

free energy error bars are from the entropy error bars and are

too small to show on the free energy curve. The dominant

contribution to the free energy is the electrostatic potential

energy term. The contribution from the desolvation energy

term is negligible by comparison. The entropy contribution is

also trivial when the two proteins are far apart, and it becomes

more significant when the two proteins approach each other,

which is due to the greater loss of translational and rotational

freedom when they are close.

The free energies along the reaction paths at different ionic

strengths for BD16R, BD16O, BD42R, and BD42O are shown

in Fig. 9. For all BD simulation systems, when the distance

between the hydrogenase and ferredoxin is ;80 Å, the in-

teraction free energies are close to 0. Thus, the electrostatic

interactions between the hydrogenase and ferredoxin are

weak at large distances, and the ferredoxin rigid-body motion

is much less restricted than at closer interprotein distances.

The free energy becomes more negative as they become

FIGURE 5 Spatial (A) and orientational (B) occupancy landscapes for

BD16R at 50 mM ionic strength and a COM-COM distance of 36 Å. The

color maps in Figs. 5–7 show low free energy areas as blue and high free

energy areas as red. The models in Figs. 5–7 and in Supplementary Material

(Data S1) were created by OpenDX (58).
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closer, illustrating the dominance of the electrostatic inter-

action. For all ionic strengths, the free energies reach minima

at a distance of 40 Å for BD42R/O and 36 Å for BD16R/O. At

50 mM ionic strength, the global free energy minima are

�25.5 kcal/mol for BD16R, �23.1 kcal/mol for BD42R,

�22.4 kcal/mol for BD16O, and �21.8 kcal/mol for BD42O.

The free energy minima of BD16/42R are lower than those of

BD16/42O. This can be explained by the greater negative

charge on the reduced ferredoxin, which attracts more

strongly the positively charged binding interface on the hy-

drogenase. At the same ionic strength, the free energy min-

ima of BD16R/O are both more negative and at a smaller

distance than those of BD42R/O, suggesting that the config-

urations based on complex 16 may play a more important role

than the configurations based on complex 42 during the

ferredoxin-hydrogenase association.

The ionic strength has little influence on the calculated

values of the free energy minima. Generally, we observe a

slight negative correlation between ionic strength and the

magnitude of free energy minima, as expected due to the

weaker electrostatic attraction at higher ionic strengths. In

addition, if other conditions are the same, the shapes of the

free energy plots with different redox states of the ferredoxin

are comparable. These facts are consistent with the conclu-

sion in the previous section that both the ionic strength and

the redox state of the ferredoxin have only a modest influence

on the shape of the free energy surface. The exception is

BD42R/O at 50 mM ionic strength. Compared with the free

energy minima at 150 mM, the free energy minima at 50 mM

are significantly lower: 4.5 kcal/mol lower for BD42R and 3.9

kcal/mol lower for BD42O. This change is caused by the

greater electrostatic repulsion between the residues Asp5
H and

Glu93
F at 150 mM ionic strength. However, the locations of

the free energy minima still remain the same.

Molecular dynamics simulations of
encounter complexes

From the occupancy landscape and free energy landscape

analyses, we identified several important encounter com-

plexes, which are summarized in Table 2. We then used at-

omistic MD simulations to study the association dynamics of

these encounter complexes. The average and minimum

values of the edge-to-edge distances during the simulations

were calculated (Table 3). The ligating residues chosen to

calculate distances were those closest to one another during

FIGURE 7 Free energy landscapes at 36 Å (A) and 40 Å (B) for BD16R.

FIGURE 6 Spatial (A) and orientational (B) occupancy landscapes for

BD42R at 50 mM ionic strength and a COM-COM distance of 40 Å.
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the MD simulations. For the A set of configurations, these

were the thiolates of residues Cys366
H and Cys39

F ; whereas for

the B and C sets of configurations, the edge-to-edge distances

are estimated between the thiolates of residues Cys366
H and

Cys39
F ; Cys44

F ; or the [2Fe2S]F cluster as noted in Table 3. All

configurations with minimum edge-to-edge distances of ,10 Å

involve the thiolates on Cys366
H and Cys39

F ; suggesting the

potential importance of these two groups in the electron

transfer process.

For the A set of configurations, the average edge-to-edge

distances are all ,8.2 Å, and minimum edge-to-edge dis-

tances between the iron-sulfur clusters are all ,6.9 Å. The

bound configurations with the reduced ferredoxin have larger

edge-to-edge distances than those with the oxidized ferre-

doxin, which may be due to the greater negative charge on the

reduced ferredoxin resulting in stronger electrostatic repul-

sion between the ferredoxin [2Fe2S]F and hydrogenase

[4Fe4S]H clusters. This cluster-focused effect on the bound

encounter complexes is opposite to the discussion mentioned

above for the overall charges and protein interfaces of the

oxidized versus reduced BD16/42 (see ‘‘Concluding Re-

marks’’, below). EC42AR/O has slightly smaller edge-to-

edge distances than EC16AR/O. The complex with the closest

edge-to-edge distance is EC42AO, with 6.6 Å for the average

distance and 5.4 Å for the minimum distance. For the B and C

sets of configurations, the edge-to-edge distances are usually

much larger, with average edge-to-edge distances of ;12–15 Å

and minimum edge-to-edge distances of ;10–13 Å.

EC16BR is somewhat exceptional. In other configurations,

the edge-to-edge distances are relatively stable during the

simulation, which can be seen from the small standard de-

viation (,0.7 Å). The edge-to-edge distance of EC16BR,

however, drops gradually during the 3-ns simulation from

.15 Å to ,11 Å (Fig. 10). For this reason, we extended the

simulation of EC16BR for another 1 ns and found the edge-

to-edge distance stabilized around 10 Å. The simulation

trajectory shows that after the 3-ns simulation, the ferredoxin

rotates ;90�, turns to a configuration similar to the bound

state of complex 42, and stays around this configuration

for the next 1 ns of simulation (Fig. 11). Further analysis

indicates that in this configuration a new salt bridge forms

between Arg168
H and Glu29

F ; which is observed neither in the

original EC16BR nor in the bound state of complex 42.

The formation of this salt bridge may be the driving force for

the ferredoxin rotation during the MD. The minimum and

average edge-to-edge distances within the fourth nanosecond

FIGURE 8 (A) Free energy curve along the reaction path for BD16R at 50 mM ionic strength. (B) Contributions from the electrostatic potential energy term.

(C) The desolvation energy term. (D) The entropy term.
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of simulation were 8.9 Å and 10.4 Å, respectively, 2.0–2.2 Å

larger than the values of EC16AR, and 2.6–2.8 Å larger than

the values of EC42AR. Since the electron transfer rate de-

pends exponentially on the edge-to-edge distance between

the electron donor and acceptor (63), with the exponential

decay coefficient b¼ 1.1 ; 1.4 Å�1 for proteins (64,65), the

electron transfer rate for EC16BR is predicted to be approx-

imately one-tenth the rate of EC16AR or EC42AR, indicating

that the configuration EC16BR may also be important to the

electron transfer active ensemble.

CONCLUDING REMARKS

By analyzing the results from BD simulations and MD

simulations, we have gained insight into the hydrogenase-

ferredoxin association process. The ferredoxin binds with the

hydrogenase mainly via electrostatic interactions between the

binding surfaces on the two proteins (18,21), resembling

the binding of ferredoxin to other metabolic partners (66).

When the two proteins are closer, the spatial occupancy land-

scapes show only one minimum, but the orientational occupancy

FIGURE 9 Free energy curves along the reaction path under different ionic strengths: 50 mM ionic strength (black), 150 mM (red), 300 mM (green), and

500 mM (blue). The error bars are too small to show.

TABLE 3 Average and minimum edge-to-edge distances from MD simulations

Encounter complex Average distance Minimum distance Encounter complex Average distance Minimum distance

EC16AR 8.2 6 0.4 6.9 (S in Cys39
F ) EC16AO 6.7 6 0.5 5.5 (S in Cys39

F )

EC16BR 10.4 6 0.4* 8.9 (S in Cys39
F ) EC16BO 13.8 6 0.6 11.7 (S1 in FS2F)

EC42AR 7.6 6 0.4 6.3 (S in Cys39
F ) EC42AO 6.6 6 0.4 5.4 (S in Cys39

F )

EC42BR 13.2 6 0.7 11.4 (S in Cys44
F ) EC42BO 12.6 6 0.7 10.7 (S in Cys39

F )

EC42CR 15.0 6 0.7 12.8 (S in Cys44
F ) EC42CO 12.9 6 0.7 11.0 (S in Cys44

F )

Minimum values are between the thiolate on Cys366
H and the specified thiolate of the ferredoxin indicated in the table. All distance values are in angstroms.

*Averaged within the fourth nanosecond of simulation.
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landscapes have multiple minima. This fact indicates that the

hydrogenase has only one binding surface for the ferredoxin,

whereas the ferredoxin can bind to the hydrogenase in mul-

tiple orientations, using binding surfaces other than the ones

used in the reference bound structures. The similarity be-

tween the EC16BR/O and EC42CR/O also reveals a new

possible bound configuration besides the configurations of

complexes 16 and 42.

We also identified several important encounter complexes

from the BD simulation results. The encounter complexes with

the minimum edge-to-edge distances (A set) are good candi-

dates for the overall electron transfer ‘‘transition state’’—a

configuration that is ready for the transfer of electrons

between the two proteins because of the proximity of the

respective iron clusters. Nevertheless, the encounter com-

plexes with the lowest free energy are also important (B set),

although these configurations have larger edge-to-edge dis-

tances. This means that the ferredoxin may stay around

these configurations longer, providing enough time for it to

reorient itself and finally evolve into a configuration with a

closer edge-to-edge distance that facilitates electron transfer. If

we assume that for the hydrogenase-ferredoxin association

process, the binding equilibrium constant is ;1/KM, using the

experimentally measured KM values (10 ; 35 mM (20,21)),

we can obtain a binding free energy of ;�6 to �7 kcal/mol.

This is significantly higher than the free energy values pre-

sented in Table 2. However, it should be noted that the free

energy values in Table 2 are the energies for certain states

during the association process. They are different from the

binding free energies, which are the thermodynamic averages

of all possible binding states.

When comparing our two reference model complexes, the

edge-to-edge distance for EC16AR is 0.6 Å larger than the

values of EC42AR on average, and 0.6 Å above the global

minimum value for all the calculated ensembles (Table 3).

This implies a slightly larger electron transfer rate for EC42AR

compared to EC16AR. However, EC42AR has a free energy

5.5 kcal/mol higher than EC16AR (Table 2), indicating

that EC16AR is more likely to occur than EC42AR. In addi-

tion, EC16BR can turn into an EC42AR-like configuration.

The edge-to-edge distances of EC16BR are 2 ; 3 Å larger

than those of EC42AR, resulting in an electron transfer rate ;1

order of magnitude lower than that estimated for EC42AR.

Considering all these factors, we conclude that kinetically, the

bound-state complex 16 is a better reference structure than 42.

This is consistent with the conclusion in our previous thermo-

dynamic study (31).

We studied the interactions between the oxidized hydro-

genase and the reduced/oxidized ferredoxin. Liu et al. pro-

posed that after the first electron is transferred to the

H-cluster, one proton from water is then attached to the

[2Fe]H cluster to neutralize this electron, so that the [2Fe]H

turns into a semireduced state [2Fe(H)]H (67). The oxidized

ferredoxin then dissociates. Since the ferredoxin PetF1 can

only carry one electron, another cycle of reduced ferredoxin

binding, electron transfer, and oxidized ferredoxin release is

needed to supply a second electron to the H-cluster. The fully

reduced H-cluster can then generate one hydrogen molecule.

One interesting finding from our partial charge calculations is

that the partial charge on the hydrogen atom in the semireduced

[2Fe(H)]H cluster is close to 0, whereas the partial charges for

the other [2Fe(H)]H atoms are very similar to their charges

in the oxidized state [2Fe]H (manuscript in preparation).

Therefore, the electrostatic potential around the semireduced,

protonated H-cluster is very close to that around the oxidized

cluster. Thus, one can imagine that the BD simulation results

with the semireduced hydrogenase might also be very close to

FIGURE 11 (A) Original configura-

tion of EC16BR. (B) Configuration after

3-ns MD simulation (C) Configuration

of complex 42 in the bound state. The

direction of a helix (black tube) in the

lower right corner of the ferredoxin is

shown for better comparison of these

structures. The rotation mentioned in

the text can be easily spotted by mon-

itoring the direction of this helix. Res-

idues ArgH
168 (red) and GluF

29 (blue),

which form a salt bridge after a 3-ns

MD simulation as in B, are also shown.

FIGURE 10 Edge-to-edge distance during the 4-ns MD simulation for

EC16BR.
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our BD simulation results with the oxidized hydrogenase.

For the same reason, the MD simulation results of the oxi-

dized and semireduced hydrogenase may also be similar. This

means that our results may also reflect the binding event be-

tween the reduced ferredoxin and semireduced hydrogenase

leading up to H2 generation.

Under the same conditions, the difference between the

reduced and oxidized ferredoxin is subtle. The edge-to-edge

distance during the MD simulation favors the oxidized fer-

redoxin, because of the weaker charge repulsion between the

two negatively charged clusters ([4Fe4S]H in the hydrogen-

ase and [2Fe2S]F in the ferredoxin) in the oxidized state.

Nevertheless, the chance of the electron transferring back

from the semireduced hydrogenase to the ferredoxin is small

if electron transfer is associated with concomitant binding of

a proton to the H-cluster. On the other hand, thanks to the less

negative charge on the oxidized [2Fe2S]F cluster model

considered here, the negative charge on the binding surface

of the oxidized ferredoxin is smaller, resulting in a weaker

electrostatic interaction between the ferredoxin and the pos-

itively charged surface of hydrogenase, and a higher mini-

mum protein-protein association free energy than for the

reduced form. Thus, the oxidized ferredoxin is less attractive

at medium interprotein distances, but also less repulsive in

the tightly bound forms, with the opposite argument true for

the reduced ferredoxin. This situation serves to promote as-

sociation of the reduced ferredoxin with hydrogenase while

favoring the hydrogenase-ferredoxin complex form after

electron transfer (and neutralization by a proton on the hy-

drogenase).

A potential source of uncertainty is the accuracy of our model

structures. We have used homology-modeled structures from

previous works (29,31) since there is no experimental structure

available for the C. reinhardtii hydrogenase-ferredoxin binding

complex or either individual protein participant. Given that

these structures were stable during the 3- to 4-ns MD simula-

tions in this research and in our previous research (31), we

believe that these structures are representative of physical

structures for the hydrogenase-ferredoxin binding complex, and

that the results derived from these structures are meaningful for

future research on the catalytic mechanism of C. reinhardtii
HydA2.

In summary, this work uses BD and MD simulations to

study the association dynamics of [FeFe] hydrogenase

HydA2 and [2Fe2S] ferredoxin PetF1 from C. reinhardtii.
BD simulation can sample the rigid-body translational and

rotational phase space thoroughly and efficiently, and the

resulting occupancy and free energy landscape analysis then

provides an opportunity to identify the vital encounter

complexes during the protein association. Subsequent at-

omistic MD simulations of these complexes then show the

details of the protein reorientation in the final steps of the binding

process. This combination of BD and MD methods provides

a complementary picture of the ferredoxin-hydrogenase asso-

ciation dynamics. We find that the ferredoxin can bind the hy-

drogenase in multiple orientations, and encounter complexes

with the minimum metallocluster edge-to-edge distance are

good candidates for the ‘‘transition state’’ configuration for

electron transfer. Further analysis of the MD simulation

results confirms that bound-state complex 16 is a good

reference structure for PetF1:HydA2 binding. Finally, the

results present a more detailed picture of hydrogenase and

ferredoxin association dynamics and provide a basis for

evaluation of in silico mutations on the hydrogenase and

ferredoxin association, with potential future improvements

in photobiological hydrogen generation in Chlamydomonas
reinhardtii.
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