
Looking you in the mouth: abnormal gaze in
autism resulting from impaired top-down
modulation of visual attention
Dirk Neumann,1 Michael L. Spezio,2 Joseph Piven,3 and Ralph Adolphs1,2
1Computation and Neural Systems Program and 2Division of Humanities and Social Sciences, California Institute of Technology, Pasadena,

CA 91125, and 3Neurodevelopmental Disorders Research Center, University of North Carolina, Chapel Hill, NC 27599, USA

People with autism are impaired in their social behavior, including their eye contact with others, but the processes that
underlie this impairment remain elusive. We combined high-resolution eye tracking with computational modeling in a group of
10 high-functioning individuals with autism to address this issue. The group fixated the location of the mouth in facial expressions
more than did matched controls, even when the mouth was not shown, even in faces that were inverted and most noticeably
at latencies of 200–400ms. Comparisons with a computational model of visual saliency argue that the abnormal bias for fixating
the mouth in autism is not driven by an exaggerated sensitivity to the bottom-up saliency of the features, but rather by an
abnormal top-down strategy for allocating visual attention.
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How do we normally look at other’s faces, and what

processes contribute to the abnormal social gaze seen in

people with autism? Insights into this question depend on

high-resolution measurements of face gaze as the primary

source of data, but also require ways to dissociate the

contributions that different processes make to our gaze.

Models of visual attention incorporate two different sources

for driving eye gaze: simple features such as high contrast or

motion that influence eye movements in a bottom-up

fashion and top-down signals that strategically explore the

stimulus based on its meaning, learned associations and

expectations. A good example of the former are the saccades

viewers automatically make to unexpected visual motion in

the periphery. A good example of the latter is the gaze

pattern when we are looking for a distinct object in a familiar

environment. To isolate the relative contributions made by

bottom-up vs top-down attention, one can compare the

viewer’s fixations with computational models. One of

the most widely used computational models of visual

saliency provides a purely bottom-up model, as it is based

solely on cues in the image, rather than any learned

associations, explicit task strategy or knowledge of the

meaning of the stimulus. The model can qualitatively predict

human behavior in many visual search and pop-out

experiments (Itti and Koch, 1998, 2001).

One of the diagnostic features of autism is impaired

social communication (Hill and Frith, 2003; Kanner, 1943)

(DSM-IV manual), an aspect that can be quantified in

the abnormal eye contact that people with autism make

with others. Yet the spatial and temporal characteristics of

this impaired eye gaze have not been characterized in detail,

and their psychological basis remains elusive. People with

autism show a distinct gaze pattern when looking at faces.

They spend more time at the mouth and often look less

into the eyes (Pelphrey et al., 2002; Klin et al., 2002). Despite

this impairment, high-functioning adults with autism can

usually recognize people from their faces, and can identify

basic emotional facial expressions (Adolphs et al., 2001).

A normal face inversion effect and a whole-over-parts

advantage suggest intact domain-specific processing of facial

information (Joseph and Tanaka, 2002). However, people

with autism are impaired on more complex tasks that

require the understanding of social intentions and mental

states based on the expression in the eyes (Baron-Cohen

et al., 1997). Children with autism have deficits using eye

gaze as a cue for visual attention, even though they can

detect gaze direction normally (Baron-Cohen et al., 1999;

Leekam et al., 1998).

The impairments in gaze behavior, together with the

relatively intact ability to discriminate and recognize

basic facial information, but not more complex social

information, has led to several hypotheses. One possibility

is that autistic people look less into the eyes because eye

contact results in emotional distress (Kylliainen and

Hietanen, 2006; Dalton et al., 2005). Another possibility

is that they are abnormally attracted to the mouth because

Received 29 July 2006; Accepted 16 September 2006

This research was supported by grants from the NIMH, the Cure Autism Now Foundation, and Autism

Speaks. The authors would like to thank the participants and their families for making this study possible,

Dr Frédéric Gosselin for helpful advice on the using the ‘Bubbles’ method, and Robert Hurley for support in

conducting the experiment.

Correspondence should be addressed to Ralph Adolphs, HSS 228-77, Caltech, Pasadena CA 91125, USA.

E-mail: radolphs@hss.caltech.edu.

doi:10.1093/scan/nsl030 SCAN (2006) 1,194–202

� The Author (2006). Publishedby Oxford University Press. For Permissions, please email: journals.permissions@oxfordjournals.org



it offers salient features such as movement and voice

emission. Yet a third possibility is that looking at the

mouth is a compensatory strategy to extract social mean-

ing from other parts of the face when the eyes are less

informative to people with autism. It is difficult to

distinguish between these hypotheses simply by comparing

fixation patterns to whole faces, because such stimuli present

all facial features for which attention could compete

simultaneously. If looking at eyes is actively avoided, then

the subjects will spend more time looking at other facial

features. Similarly, if the mouth would be the most attractive

feature, then there will be less time to look at the eyes.

To dissociate the above explanations we measured

fixations to sparsely revealed faces in which only small

portions of the face were shown (Gosselin and Schyns, 2001,

2002). We then analyzed how saccades to a particular facial

feature were influenced by the local visual information

available. To assay the contribution made by bottom-up

visual attention (such as saccades to salient regions of high

contrast that might be revealed) we used a computational

model of bottom-up visual saliency. By analyzing luminance,

contrast and other image statistics, the model computes

how visually salient regions of an image are. By comparing

the saliency values at the locations the subjects fixated,

we estimated how bottom-up features influenced eye gaze.

We then used the agreement between the bottom-up saliency

model and the recorded gaze patterns to determine

the relative contributions of bottom-up and top-down

attentional processes.

METHOD
Participants
Ten high-functioning participants with autism were

recruited through the Subject Registry of the UNC

Neurodevelopmental Disorders Research Center. They met

the DSM-IV/ICD-10, Autism Diagnostic Interview (ADI)

and the Autism Diagnostic Observation Schedule (ADOS)

diagnostic criteria and were compared with 10 healthy

controls with no history of psychiatric or neurological

disease and no family history of autism. The autism and

control groups were matched on IQ (autism, 104� 5;

controls, 106� 5; Wechsler Abbreviated Scale of

Intelligence), age (23� 2, 28� 3, means and standard

errors respectively), and all participants were male.

The differences in age, verbal, performance or full-scale IQ

were small and did not exceed our significance threshold

(P> 0.1, Wilcoxon rank-sum test). All participants had

normal or corrected-to-normal vision.

Apparatus and stimuli

The stimuli and tasks followed one we have used previously

(Adolphs et al., 2005). Facial expressions of emotion

(Ekman and Friesen, 1976) were shown on a computer

monitor and subjects were asked to push a button to classify

the emotion. ‘Bubbles’ stimuli were obtained for four

of the Ekman images (two fear, two happy; two male,

two female). The images were sampled with Gaussian

apertures at random locations and various spatial frequen-

cies to generate sparsely revealed faces, as described

in detail elsewhere (Gosselin and Schyns, 2001). Briefly, on

each trial, one of the four base images was selected at

random and decomposed into five levels of spatial frequency.

At the highest spatial frequency level, fine details of the

image such as local edges and outlines are revealed. Lower

spatial frequency bands contain blurred versions of the

images and thus more global information about the face.

This search space was randomly sampled and filtered

with Gaussian ‘bubbles’ whose centers were randomly

distributed across image location and spatial frequency

(Figure 1). This representation is similar to the one used

in the early processing steps of the visual system. The images

were presented on a compute monitor and subjects were

asked to judge the emotion (happy or fearful) by pressing

a button. The number of correct responses was held constant

Fig. 1 Construction of the ‘bubbles’ stimuli. An emotional facial expression (image at far left) with equal energy across all spatial frequencies (hence the somewhat
grainy quality) was decomposed into five levels of spatial frequency (top row) that were randomly sampled (rows below) to generate a sparsely revealed face stimulus
(image at far right).
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at about 80% by an automatic procedure that adjusts

the number of revealed locations on a trial-by-trial basis.

Eye movements were recorded with a head-mounted stereo

camera system (EyeLink II, SR Research Ltd., Osgoode,

ON, Canada) at 500Hz. The equipment was calibrated

at the beginning of each experiment and recalibrated every

fifth trial to correct for linear drifts. The calibration error

was typically smaller than 0.58 visual angle.

Procedure
Subjects participated in two experiments: whole face

classification and bubbled face classification. All 20 partici-

pants completed the bubbles conditions. Eleven subjects

(seven with autism) participated in the whole face classification

experiment.

Whole face classification. Forty six images of emotional

facial expressions (happiness, surprise, fear, anger, disgust,

sadness, and 10 neutral expressions; Ekman and Friesen,

1976) were shown in two blocks (in fixed order of the

blocks and randomized presentation of faces): classifying

the emotion in upright faces and when shown upside

down. Subjects had to push a button to indicate which

of the six emotion categories corresponded best to the

face stimulus shown. Images were normalized for overall

intensity. They were centrally displayed at an eye-to-screen

distance of �79 cm subtending �118 horizontal visual angle,
and were presented for 1 s.

Bubbled face classification. In a second session,

512 bubbles stimuli were shown that randomly revealed

portions of the four base faces. Participants were asked

to indicate whether the bubbled face they saw was afraid

or happy by pressing a button. Stimuli were presented for

as long as subjects took to push the button, up to

a maximum of 10 s. All participants completed 512 trials.

On every fifth trial, a circular annulus was centrally displayed

and participants were given the opportunity to rest.

When they decided to continue, they fixated the annulus

and simultaneously pressed a key. This advanced the

experiment to the next trial and allowed the system to

correct for any drift in the eye gaze measurements.

Participants were instructed to decide as quickly as

possible and to always make a decision, even if it was

a best guess.

Eye movement analysis
Eye movements were recorded with the head-mounted

EyeLink II system. Eye position information was parsed

online by the system into fixations, saccades and blink

periods. The algorithm measures eye motion, velocity and

acceleration and identifies saccades if either one of the

measurements exceeds a threshold (motion: 0.108, velocity:
308/s, acceleration: 80008/s2). The saccade ended when

the velocity falls below 358/s. Pupil size was continuously

recorded and used by the system to detect blinks.

The periods of stable eye fixation were used to compute

the fractional viewing time on a trial-by-trial basis. Facial

regions of interest (nose, mouth, eye regions, other) were

manually outlined for the whole faces, and for each

of the four base faces used in the bubbles experiment.

Custom software was used to compute the number of

fixations, average viewing times, contrast and saliency values

for fixations made to the different regions.

Each of the dependent measures was entered into

a random effects analysis (linear mixed-effects model,

Laird and Ware, 1982) with the between-subjects factors

of group (autism, control), and the within-subjects measures

of the target region (mouth, eye regions, etc.), and,

if applicable, contrast and saliency information as random

variables. When the main effects were significant, interaction

terms with the autism diagnosis were added. Additionally,

the trial number and the eye (left/right) were entered

as potential covariates. Both variables were not significant

and did not contribute to the model’s prediction (according

to the Akaiken information criterion). Parameters of interest

(contrast, saliency) were modeled as random variables,

i.e., on a subject-by-subject basis, to account for

intersubject variance.

Since the sample size was relatively small, we performed

a bootstrap analysis to estimate the bias caused by

non-normality, and to obtain exact estimates of the

confidence intervals. Throughout the paper, bias-corrected

means and their bootstrap standard errors are reported.

Computational model
Regions that are visually interesting (visually salient)

were determined by analyzing the same bubbles stimuli

that the participants saw with a computational model of

bottom-up attention (Itti and Koch, 2001). This model

scored, for every pixel, how distinct that location on the

image was along dimensions of luminance, contrast,

orientation and spatial scale (Itti and Koch, 1998;

Peters et al., 2005). The visual properties of the images are

analyzed in analogy to the processing that is carried out

by neurons in the early visual cortex. As a first step,

the model calculates luminance and contrast maps (in the

case of color images or videos, additional features such

as color contrast and motion energy would be provided).

The feature maps are computed for different orientations

and spatial scales (Figure 2). This corresponds to the similar

processing in retinal ganglion cells and in neurons in the

primary visual cortex. In a second step, these luminance and

contrast values are compared with the features in the local

neighborhood around each pixel. An image location that

is similar to its local surrounding is considered nonsalient,

e.g. a white object in a bright background, and its activation

is suppressed by subtracting the average local feature

intensity (center–surround subtraction). The resulting con-

spicuity maps for the different features and scales are

then linearly combined into the saliency map. This analysis
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results in a map showing image locations that stand out in

terms of their low-level features from the background.

By analyzing the activation peaks in the saliency maps,

the model can predict eye movements and performance in

many visual search and pop-out experiments.

For each fixation the participants made, the model

provides a saliency value at the fixated location that depends

on the value along the four aforementioned dimensions

relative to those values in the surrounding pixels. Since

the bubbles stimuli were unique on every trial, we obtained

trial-unique saliency maps from the model. This allowed

us correlate the model’s prediction with the actual fixations

to subjects made, and to estimate the contribution that

bottom-up attention made to the gaze behavior.

To quantify the agreement between the saliency map

and the subjects’ fixations, the saliency maps were normal-

ized to have a mean of 0 and an s.d. of 1. The mean of

saliency values at the fixated locations indicates how well the

saliency maps predict eye gaze. Random fixations and

random saliency maps will result in values close to zero.

A good spatial agreement between the saliency maps

and the fixations will result in positive, nonrandom values

at the fixated locations. The sum of the saliency values

at the fixated locations, or normalized scanpath saliency

(NSS), summarizes the agreement and high values indicate

a good prediction (Peters et al., 2005). Prior to com-

puting the NSS values, a smoothing kernel (�¼ 2.18 visual

angle) was applied to the saliency maps to allow for

small spatial incongruities and to obtain a scale-free

version of the NSS.

Saliency-based eye movement predictions
The NSS values are a measure of the agreement

of the fixation and saliency maps. To further quantify

the agreement for different facial regions we used a statistical

learning model (support vector machine) to predict eye

movement from the saliency maps. For each subject,

200 trials (out of 512) were selected and set aside for

validation. The remaining 312 trials and the corresponding

saliency maps were given to the support vector machine

to learn to predict, based on the saliency map, whether

subjects made a saccade to either the mouth or

the eyes within the first 1000ms. To aid learning,

the dimensionality of the saliency maps was reduced using

principal component analysis (PCA) and the first three

Fig. 2 Illustration of the saliency model. Images are filtered along multiple feature dimensions (luminance, and contrast in various directions). Center–surround differences at
multiple spatial scales suppress responses from homogenous regions. The resulting conspicuity maps are then linearly combined into a common map that assigns every pixel of
the image a saliency value.
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eigenvectors were entered into the analysis. This procedure

was repeated 10 times for each subject.

For the test sets of 200 randomly selected trials,

the receiver operating characteristic (ROC) was calculated

and the area under the ROC curve was estimated.

The ROC curve is a function describing the relationship

between the hit rate (correctly predicted saccades) and

the false-alarm rate (wrong predictions), and can be used

to determine the optimal threshold for an algorithm

(e.g. to keep the false alarm rate below a certain threshold).

The area under the ROC curve is a nonparametric measure

of predictability. If the predictions are random, then the

hit rate will not exceed the false alarm rate, the ROC

will be a diagonal line and the area under the curve

will be 0.5. Values larger than 0.5 indicate predictions

better than chance.

RESULTS
Whole faces. Autism subjects performed entirely

normally in their ability to classify the emotion shown in

whole faces (P> 0.1, t-tests, for every one of the emotions

for accuracy). When we measured the fixations they made,

we found the expected bias to look more at the mouth

for inverted faces, but found an unexpected tendency to

look at the eyes for upright faces (Figure 3 in main text,

Table 1 in the Supplementary Online Information).

This difference in fixation time in the upright condition is

very small (24 and 43ms for mouth and eyes, respectively)

and indicate that upright whole faces, at least in our task,

did not elicit abnormal eye fixations in subjects in this

subject sample. However, this leaves open the possibility

that abnormal fixations could be revealed using simpler

stimuli, by a more demanding task, or in a different

autism sample.

Bubbled faces. To isolate the effects that individual

features of faces might have on fixations, we next showed

viewers randomly revealed small portions of faces, rather

than full faces. First, as with the whole faces, subjects

with autism performed completely normally when judging

the emotions from the bubbled faces, both in terms

of accuracy and reaction time (reaction time, 1.53� 0.64 s,

1.46� 0.53 s; accuracy, 82%� 3%, 80%� 5%; mean� s.d.;

autism and control group, respectively).

The accuracy of the subjects’ responses was kept

constant around 80% by adjusting the number of bubbles

on a trial-by-trial basis. The amount of face revealed in

the two groups was equivalent across groups (bubbles,

62� 29, 52� 22; P> 0.1 for all comparisons, Wilcoxon

rank-sum test).

Although the autism group was normal in their ability

to classify the emotion in the bubbled faces, we observed

strong differences in gaze behavior. The autism group

showed the expected bias to look at the mouth,

whereas the control group spent more time looking at

the eyes (Figure 4; Table 1 in the Supplementary Online

Information). Controls fixated the eye region more than

Fig. 4 Fixations made during the first second of a bubbled face presentation. (A) Fixation
density maps were calculated for fixations with an onset between 0 and 1000 ms for each
individual using two-dimensional kernel-based smoothing (Venables and Ripley, 2002)
and were subsequently averaged. (B) Average time spent viewing the mouth and the
eyes. Error bars indicated bootstrap standard error. *P< 0.05, ***P< 0.001.

Fig. 3 Time spent looking at mouth and eyes for the first second of stimulus
presentation: (A) when the whole faces are shown upright, and (B) upside-down.
Error bars indicate the bootstrap standard error. *P< 0.05.
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did people with autism (P< 0.0001, F¼ 364), and fixated

the mouth region less (P< 0.0001, F¼ 641). Surprisingly,

fixation times in the autism group for the bubbles stimuli

resemble the upside-down whole face condition, whereas

normals look at the bubbles stimuli and the upright

whole faces in a similar way (Figures 3 and 4B).

Fixation onsets. Next, we determined the points in time

when the subjects looked at particular facial features.

We divided the first second into 200ms time bins and

counted, for every pixel in the image, how often subjects

made a saccade to that particular location. The resulting

patterns of fixations showed clear differences between

people with autism and the controls. The differences were

most notable at specific, early latencies of 200–400ms

(Figure 5).

To compare the saccade onsets with the previous

analyses of viewing time, we calculated the average fixation

time for the mouth and the eyes region for consecutive

200ms time bins. The autism group looked at the mouth

very early on, for saccades with onsets between 0 and 200ms

after stimulus presentation, and preferred the mouth region

most between 400 and 600ms (Figure 6). We did not

find this very early difference for fixations made to the eyes.

The control subjects diverged from the autism group for

saccades towards the eyes after 200–400ms, presumably,

when information from the image can be used for the

saccade programming.

Contrast sensitivity. Saccadic onsets and directions

are very sensitive to changes in visual saliency, and

particularly to the image contrast. We hence wanted

to know to what extent eye movements are influenced

by the contrast of the facial features. To assess the influence

of contrast changes on the viewing time, we calculated

the contrast and the fractional viewing time for the mouth

and eye regions during the first second of every trial.

Contrast was defined as the s.d. of pixel intensities

in a particular region normalized by its mean intensity.

We first looked at the mouth. Both groups were sensitive

to contrast in the mouth region and looked more at it when

the contrast was higher (Figure 7A; P< 0.0001, F¼ 29.6,

random effect model). However, although they differ in their

overall viewing time (P< 0.001, F¼ 19.9), the groups

show similar contrast sensitivity (P¼ 0.52, F¼ 0.41,

Supplementary Table 2).

When we analyzed the fixations made to the eyes,

we found a strong contrast sensitivity for the control

Fig. 6 Fixation times for (A) the mouth and (B) the eyes. Viewing times of the
autism group is shown in red, and of the control group in blue. Error bars indicate
the bootstrap standard error.

Fig. 5 Fixation patterns for the bubbled faces. Density maps were calculated for fixations with onsets in five subsequent 200 ms time bins using kernel-based smoothing.
The plot shows the average of the 10 individual maps for each group. *P< 0.05.
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group (P< 0.0001, F¼ 191), and a smaller but significant

slope for the autism group (P< 0.01, F¼ 7.26; Figure 7B).

To study how the two facial features compete

for attention, we analyzed how contrast in one region

influences the fixations made to the other. When controls

made saccades to the eyes, they were distracted when parts

of the mouth were revealed (P< 0.01, F¼ 10.6; Figure 7D).

The autism group, in contrast, spent very little time

looking at the eyes and the viewing time was not influenced

by the mouth contrast (P¼ 0.30, F¼ 1.07).

When the autism group looked at the mouth, they were

distracted when information in the eyes was shown

(P< 0.0001, F¼ 22.4; Figure 7C). However, the slope did

not differ from controls (P¼ 0.59, F¼ 0.29).

Bottom-up influence. Given the stimuli we used,

these findings raise a further question: are the fixations

driven bottom-up by the saliency of the features revealed

by the bubbles, or due to a top-down bias? We addressed

this question by computing, for each trial image,

a saliency map from the computational model. Overall,

the saliency given by the model showed a highly significant

association with the actual fixations that the controls

made (P< 0.01, t¼ 35), compared with a random

sampling of the saliency maps (Z-score controls, 1.08,

random, 0.0047). The association between the predicted

locations and the fixations made by people with autism was

significantly lower (P< 0.01, t¼ 136, Z-score autism, 0.83).

The lower agreement between the saliency model and

the fixations made by the autism group appear to arise

from an exaggerated top-down bias in the autism group

to fixate the mouth. We calculated the predictability of

fixations to facial features by training a support vector

machine on the optimal relationship between the saliency

model and the actual fixations that viewers made

(see ‘Methods’ section). Whereas the predictability

of fixations to the eye region of faces was equivalent

(and low) for both the autism and control groups (autism,

0.515; control, 0.527; P> 0.20), the model was significantly

better at predicting fixations to the mouth for controls

than for people with autism (autism, 0.553; control, 0.621,

P< 0.001, t(17.2)¼ 3.49).

Comparing the saliency of the mouth and the eye regions

when viewers fixated there revealed that people with autism

fixate the eyes when saliency cues are present there, but

fixate the mouth even when no saliency cues are present

there (Figure 8). This suggests that people with autism

share a normal, bottom-up attentional process to look at

the eyes, but have an abnormal top-down bias for fixating

the mouth.

Fig. 7 Influence of contrast on the time spent viewing the facial feature. (A) Influence of mouth contrast on mouth fixations. (B) Influence of the eye contrast on the time
the subject looked at the eyes. CþD) Interaction between eyes and mouth, showing the influence of the eye contrast on mouth fixations (C) and of the contrast in the
mouth region on the time spent looking the eyes (D). Contrast was defined as the standard deviation of pixel intensities in a particular region normalized by the mean intensity.
The data of the autism group is plotted in red, and of the control group in blue.
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DISCUSSION
We asked high-functioning subjects with autism to identify

emotional facial expressions, a task people with autism

often perform normally. In line with previous findings,

we also observed normal accuracy and normal face gaze,

provided that whole upright faces were used as the stimuli.

When the difficulty of the task was increased and only

sparse regions of a face were revealed using the bubbles

technique, we still observed normal performance levels

in the autism group. However, their gaze onto these

sparse facial features became dramatically abnormal.

People with autism looked much more often and longer

(autism, 27.3%; control, 8.7% of all saccades; autism,

216ms; control, 48ms) at the mouth.

When they fixated the mouth, we did not observe

any abnormality in how viewing time is influenced

by contrast changes. Despite their overall bias, higher

contrast in the mouth region and lower contrast in the eye

region increases the viewing time as it did for normals.

The autism group rarely looked at the eyes in the bubbles

condition, and they did not look at them more frequently

when the mouth was not revealed, or shown with

low contrast.

We then studied to what extent the eye movements

to those target regions are influenced by bottom-up saliency

information and compared the fixations made by the

subjects with the predictions from a computational model.

For the mouth region we found a strong reduction in

predictability for the autism group, while the use of saliency

information in the eyes, despite differences in the gaze

behavior, are remarkably similar in both groups.

Returning to our initial hypotheses, it is unlikely that

the autism group is attracted by the mouth because of

its salient features. The normal influence of contrast changes

on mouth viewing, as well as the absence of the bias in

the full contrast condition, speaks against this possibility.

The low correlation between the low-level visual infor-

mation for saccades made to the mouth instead suggests

an impaired top-down modulation of attention in the

autism group.

Our results are consistent with earlier findings that

autism subjects are impaired when judging complex social

information from the eyes, but not from the mouth

(Baron-Cohen, 1995), and that they rely more on informa-

tion from the mouth for emotional judgments (Spezio et al.,

2006). The differences in attentional processing suggest

a possible general mechanism for the neurodevelopmental

progression of impaired face gaze in autism (Dawson et al.,

2005). We failed to observe a deficit in using low-level visual

saliency cues, or bottom-up attention, while we found

differences in top-down modulation for saccades made to

the mouth. We propose that this evidence is consistent with

a neurodevelopmental progression that begins in infancy

with a failure in directing attention to the faces and more

specifically to the eyes in a face, along with preservation

of bottom-up attentional processing. This is consistent with

the major deficits in social engagement rather than in

nonsocial areas when autism is evident in early infancy

(Kanner, 1943). Reported signs of lower social engagement

in infants with autism include less interest in people

(Volkmar et al., 2005) and less looking at faces (Osterling

et al., 2002). The abnormal top-down attentional processing

of faces may be due to abnormal reward circuitry

(Dawson et al., 2005) or to abnormal circuitry for emotional

salience (Schultz, 2005). Over the course of development,

via learning, top-down attention may cause the propensity

for mouth gaze in autism. This hypothesized mechanism

adds to previous hypotheses about the causes of deficits

in top-down attention to the face, and draws on our

findings that bottom-up attention to the face is normal in

high-functioning people with autism.

Another possibility is that the bubbles stimuli reveal an

impairment in how attention is directed to local vs global

features. In contrast to earlier reports, we observed a

normal eye gaze to whole faces. This could also be due

to a social training program most of our autism subjects

participated in. Despite their overall normal gaze to

whole faces, the sparse bubbles stimuli might reveal an

underlying impairment in deploying attention to local

(vs global) features (Dakin and Frith, 2005).

Fig. 8 Saliency values for fixations made to the mouth (left) or eyes region of faces (right). The agreement with the saliency model is lower for people with autism (red) than for
controls (blue) in the case of the mouth, but similar or even a little higher in the case of the eyes. Error bars indicate the bootstrap standard error.
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The similar influence of contrast and other visual saliency

information on eye movements in both groups suggests

that the subcortical and cortical brain networks for

bottom-up attention might be unimpaired in the autism

group. Subcortically, the superior colliculus and the

pulvinar are involved in the deployment of overt and covert

spatial attention. The computation of the conspicuity maps is

attributed to areas in the visual cortex (Lee et al., 2002; Treue,

2003). In contrast to bottom-up tasks, top-down attentional

tasks activate parietal and frontal areas. The frontal areas, such

as the frontal eye fields and in the parietal eye field (lateral

intraparietal area in macaques), encode attention, but not the

actual eye movements (Bisley and Goldberg, 2003). Studies of

patients with lesions to the temporoparietal junction and

ventral frontal cortices suggest an involvement in the

detection of visually salient events. Unilateral lesions in

these brain areas result in a contralateral spatial neglect, and

activity in the temporoparietal junction correlates with the

recovery from spatial neglect after damage to the ventral

frontal cortex (Corbetta, 2005). In autism subjects, the

cerebral cortex has been reported to be thinner in areas

involved in attention and social cognition (inferior frontal

cortex, inferior parietal lobe, the superior temporal gyrus;

Hadjikani et al., 2006). When looking at faces, activity in the

superior temporal gyrus fails to be enhanced for eye gaze that

is directed towards a target vs gaze into the void (Pelphrey

et al., 2005).

Our results are consistent with an impairment in

top-down modulation of attention for faces, along

with preservation of bottom-up attentional processing.

Future development of behavioral interventions in autism

may benefit from using low-level visual cues, in addition

to top-down instructions, to train eye gaze.
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