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When a flash of light is presented in physical alignment with a
moving object, the flash is perceived to lag behind the position of
the object. This phenomenon, known as the flash-lag effect, has
been of particular interest to vision scientists because of the
challenge it presents to understanding how the visual system
generates perceptions of objects in motion. Although various
explanations have been offered, the significance of this effect
remains a matter of debate. Here, we show that: (i) contrary to
previous reports based on limited data, the flash-lag effect is an
increasing nonlinear function of image speed; and (ii) this function
is accurately predicted by the frequency of occurrence of image
speeds generated by the perspective transformation of moving
objects. These results support the conclusion that perceptions of
the relative position of a moving object are determined by accu-
mulated experience with image speeds, in this way allowing for
visual behavior in response to real-world sources whose speeds
and positions cannot be perceived directly.

image speed � motion perception � percentile rank �
perspective transformation � motion processing

To produce biologically useful perceptions of motion, humans
and other animals must contend with the fact that projected

images cannot uniquely specify the real world speeds and
positions of objects. This quandary—referred to as the inverse
optics problem—is a consequence of the transformations that
occur when objects in three-dimensional (3D) space project onto
a two-dimensional (2D) surface, thus conflating the physical
determinants of speed and position in the retinal image (Fig. 1).
Recent investigations of brightness, color, and form have sug-
gested that to contend with this problem in other perceptual
domains the visual system has evolved to operate empirically,
generating percepts that represent the world in terms of accu-
mulated experience with images and their possible sources rather
than by using stimulus features as such (1–4). Given this
evidence, we suspected that the flash-lag effect might be a
signature of this visual strategy as it pertains to the perception
of motion. We therefore examined the hypothesis that the
perception of lag is determined by the frequency of occurrence
of image speeds generated by moving objects. As explained in
Discussion, perceiving speed in this way would allow observers to
produce generally successful visually guided responses toward
objects whose actual speeds and positions cannot be derived in
any direct way from their projected images. Thus, explaining the
flash-lag effect is important for understanding vision and visual
behavior.

To test this hypothesis, the frequency of occurrence of image
speeds in relation to their corresponding 3D sources must be
known. Since the precise distances, trajectories, and speeds of
objects in the world are not simultaneously measurable with any
current technology, we created a computer-simulated environ-
ment in which the relationship between moving objects and their
projections on an image plane could be evaluated. Although
highly simplified, this surrogate for human visual experience
with moving objects accurately represents the perspective trans-
formation of speed and position when objects moving in 3D
space project onto the 2D surface of the retina. In this way, we
could tally the frequency of occurrence of image speeds and
positions created by objects moving in a variety of directions over

a range of different speeds. We then asked whether these data
quantitatively predicted the perceptions of lag measured psy-
chophysically, thereby testing the theory.

Results
Psychophysical Testing. The principal phenomena to be explained
in the flash-lag effect are: (i) why a stationary flash in physical
alignment with the instantaneous position of a moving object is
perceived to lag behind the object; and (ii) why the amount of
perceived lag increases as the speed of the object increases [Fig.
2 and supporting information (SI) Text]. In addition to the
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Fig. 1. The inverse optics problem as it pertains to the speed and position of
moving objects. The schematic is a horizontal section through the right eye. As
a result of perspective projection, an infinite number of objects (black dots) at
different distances and moving in different trajectories with different speeds
(arrows) can all generate the same 2D image speed. Thus, the information
projected on the retina cannot specify the speeds and positions of real-world
sources.
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various explanations offered for the flash-lag effect (see Dis-
cussion), several previous studies have indicated that the increase
in perceived lag is approximately linear (5–10); however, this
conclusion was based on stimuli presented only at relatively slow
speeds (up to �15°/s). Thus, a first step in answering both of
these issues was to obtain more complete psychophysical data.
The paradigm illustrated in Fig. 3 allowed us to assess the
perception of lag over the full range of speeds that elicit a
measurable flash-lag effect (up to �50°/s; see Materials and
Methods). In contrast to the conclusions of earlier studies, it is
apparent that the flash-lag effect describes a nonlinear function,
although with only information at low speeds it is easy to see how
the function could be misinterpreted as linear (Fig. 4).

Predicting the Psychophysical Function. We next asked whether the
psychophysical function in Fig. 4 is consistent with an empirical
explanation of perceived lag. Accordingly, we determined the
frequency of occurrence of projected speeds within the limits of
image speeds that elicit motion percepts in humans (Fig. 5A). To
predict the amount of perceived lag over the range of stimulus
speeds used in psychophysical testing, we converted the proba-
bility distribution of projected image speeds into cumulative
form (Fig. 5B). This cumulative probability distribution defines,
to a first approximation, the summed probability that moving
objects undergoing perspective transformation have projected

A

B

C

Fig. 2. The flash-lag effect and its measurement. (A) When a bar of light (red
vertical line) moves across a screen, a stationary flash (white asterisk) that is
physically aligned with the moving bar (Left) is perceived to lag behind it
(Right). (B) As the speed of the moving bar increases, the lag also increases. (C)
By allowing observers to reposition the flash to achieve perceptual alignment
(white arrow), the magnitude of the effect for different object speeds can be
measured.

Fig. 3. Setup used to acquire the psychophysical data. Observers viewed a
projection screen through an aperture and repositioned an LED flash remotely
until it was perceived as aligned with the center of the moving bar. A housing
enclosed the platform and mirrors to ensure that the laser light was presented
only on the projection screen. See Materials and Methods for detailed
description.

Fig. 4. Psychophysical function that describes the flash-lag effect for object
speeds up to 50°/s. The curve is a logarithmic fit to the lag reported by 10
observers, all of whom had very similar perceptions of the amount of lag as a
function of object speed. Bars are �1 SEM.

A

B

Fig. 5. The distribution of image speeds generated by perspective transfor-
mation of the trajectories and speeds of moving objects. (A) The probability
distribution of the speeds on the image plane generated by the projection of
moving objects in the virtual environment (see Materials and Methods). (B) By
ordering the data in A as a cumulative probability distribution, we could
approximate the empirical link between image speeds and object speeds.
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particular image speeds. With respect to a given image speed, the
cumulative probability distribution indicates the percentage of
moving objects that generated projections slower than the image
speed in question in past human experience, and the percentage
that generated faster image speeds.

If the flash-lag effect indeed arises from an empirical strategy
of motion processing, then the psychophysical function in Fig. 4
should be accurately predicted by the cumulative probability
function in Fig. 5B. For an ordinal percept such as speed, these
predictions correspond to the percentile rank (probability �
100%) of each image speed in Fig. 5B, a higher rank indicating
a greater subjective sense of speed. Since a flash has an image
speed of 0°/s (and therefore a percentile rank of zero), a
stationary object, such as a flashed spot of light, has a lower
percentile rank relative to the rank of any moving object; this
empirical fact would explain why a flash is always seen to lag
behind a moving object. Moreover, as the speed of the stimulus
increases, the amount of lag relative to the flash should also
increase, but do so in a nonlinear manner that accords with the
cumulative function of Fig. 5B.

As shown in Fig. 6, this empirical framework accurately
predicts the psychophysical results. A direct correlation of the
amount of perceived lag in Fig. 4 with the percentile ranks of
different image speeds in Fig. 5B accounts for more than 97%
of the observed data.

The Effect of Different 3D Speed Distributions. An inevitable con-
cern about this empirical prediction is the choice of 3D speeds
used to approximate the frequency of occurrence of retinal
image speeds generated by moving objects (Fig. 5). It is obvious
that a variety of real-world factors influence the distribution of
object speeds, and that these are not included in the simulation
(e.g., the kinds of objects that typically move in a terrestrial
environment, the influence of gravity, the effect of friction, and
so on). Consequently, our choice of a uniform distribution of 3D
object speeds for analysis is both arbitrary and not fully reflective
of the object speeds that elicit motion perception in humans.

We therefore tested other 3D speed distributions to ask how
a different choice would have affected an empirical prediction of
the flash-lag effect. To cover a range of real-world possibilities

for which no empirical information is available, we analyzed
image speeds generated by object speeds assigned from both
symmetric normal and asymmetric normal distributions (Fig. 7).
Although the predictions derived from each 3D speed distribu-
tion are somewhat different, the resulting cumulative functions
predict the amount of perceived lag about as well as the
assumption of a uniform distribution of object speeds (R2 �
0.9665 for the symmetric normal distribution and 0.9402 for the
asymmetric normal distribution, compared with 0.9721 for the
uniform distribution). The reason for these similar predictions of
perceived lag arising from different distributions of object speeds
is that the actual 3D speeds of objects are much less important
in the determination of image speeds (and thus in empirically
determined, visually guided behavior) than the influence of
perspective transformation, which the simulation captures pre-
cisely. Since perspective transformation generates image speeds
that are always less than or equal to the speeds of 3D objects, the
effect of different distributions of object speeds on image speeds
is largely nullified. Thus, the bias toward slow stimulus speeds
arising from perspective, which is equally apparent in analyses of
image speeds in films (11) or simply from a priori calculations
(12, 13), is the primary cause of the distributions of image speeds
experienced by humans (note, however, that an empirical ex-
planation depends on the relation of image speeds to physical
speeds, and not on image speeds per se; see Discussion). As a
result, the choice of a particular distribution of 3D speeds in the
simulation is not critical.

Discussion
The correspondence of observed and predicted results in Fig. 6
supports the hypothesis that accumulated experience with image

Fig. 6. Predicting the flash-lag effect. Plotting the perceived lag reported by
observers in Fig. 4 against the percentile rank of speeds in Fig. 5B shows the
correlation between the psychophysical and empirical data. The deviation
from a linear fit (dashed line) indicates that �97% of the observed data are
accounted for on this basis (R2 � 0.9721).

A

B

Fig. 7. The frequency of occurrence of image speeds generated by different
3D speed distributions. (A) The probability distributions of image speeds
derived from objects with symmetric normal (black curve; mode � �75 units/s)
and asymmetric normal (blue curve; mode � �35 units/s) speed distributions.
The red curve is the uniform distribution in Fig. 5A, shown here for compar-
ison. (B) The cumulative probability distributions are derived from the prob-
ability distributions in A.
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speeds is indeed the basis for the flash-lag effect. What, then, are
the implications of this empirical strategy for existing explana-
tions of motion perception and their neural bases, and how does
an empirical strategy facilitate visually guided behavior by
contending with the inverse problem?

Current Explanations of Motion Perception. The prevailing physio-
logical models are based on hierarchical processing of retinal stimuli
in which the lower-order receptive field properties of motion-
sensitive neurons in V1 progressively construct more complex
responses in higher-order cortical regions, such as areas MT and
MST in the nonhuman primate brain and MT� in humans, the
culmination of this process being the motion perceived (14–20).
Although this approach has been amended by the suggestion of
two-stage (21) or three-stage (22) processing schemes, as well as by
the addition of ‘‘component cells,’’ ‘‘pattern cells,’’ and cascade
models that could explain further details of motion perception (23,
24), this framework remains the most widely accepted conception
of how motion percepts are generated. Not all observations fit this
general concept of visual cortical processing, however, and there are
clearly other ways of thinking about visual organization and func-
tion (25–28).

In addition to physiological models of visual motion, several
computational models also have been proposed. Of these,
algorithmic strategies for feature detection (12, 13, 29–31) and
models sensitive to the spatiotemporal energy in image se-
quences (27, 32–35) have received the most attention. The
inclusion of assumptions about the 3D world—e.g., ‘‘reflective
constraints’’ (12) or reliance on oriented filters to extract spa-
tiotemporal energy (33, 34)—have been used to increase the
explanatory power of these approaches.

Explanations of the Flash-Lag Effect. Although both physiological
and computational approaches can account for some important
aspects of motion perception, neither approach explains the dis-
crepancy in perceived position that defines the flash-lag effect.
Given the importance of understanding how the perception of
speed and position are generated by the visual system, several
explanations specific to these aspects of motion perception have
been offered. These are: (i) that the visual system compensates for
neuronal latencies by extrapolating the expected position of a
moving object from information in the stimulus (5, 6, 36, 37); (ii)
that the effect occurs because stimulus processing entails shorter
latencies for moving stimuli than for static flashes (7, 38–41); (iii)
that the flash-lag effect is a consequence of ‘‘anticipation’’ in early
retinal processing (42); and (iv) that the visual system relies on
‘‘postdiction’’ or positional biasing by shifting position computations in
the direction of motion signals that occur after the flash (43–46).

In light of the data shown in Fig. 4, those models that predict a
linear psychophysical function (5–10) cannot explain the flash-lag
effect, which is nonlinear (see also SI Text). Although a biologically
inspired nonlinear component (e.g., a saturation mechanism) could
be introduced into any of these models to better predict our
observed results, insofar as a proposed explanation of the flash-lag
effect continues to be based on stimulus properties, it is likely to
prove unsatisfactory. Similarly, those models that construe the
effect in terms of separate mechanisms for speed and position (46)
seem to rely on a feature detection concept of vision to explain the
perception of lag. As shown in Fig. 1, however, image speed and
position cannot be directly related to the speed and position of
objects in 3D space; therefore, these aspects of the stimulus as such
could not successfully guide visual behavior.

Understanding the Flash-Lag Effect in Empirical Terms. The underly-
ing reason for exploring an empirical explanation of the flash-lag
effect is the quandary posed by the fact that the information
contained in the retinal image cannot specify the speed and position
of an object in space. In consequence, generating the perception of

speed and position on the basis of accumulated experience seems
the only recourse for the evolution of successful visually guided
behavior. In this framework, the relative success or failure of the
behaviors made in response to retinal images will tend, over time,
to influence the reproductive fitness of the observer and increase the
prevalence of the visual circuitry that mediated more successful behav-
ior in the evolving population. Given this conception, the perception of
speed and position generated by moving objects, and therefore the
flash-lag effect, is the result of innumerable ancestral responses that
empirically linked images with objects by way of behavior. The simu-
lated environment we used successfully predicts the flash-lag effect
because it is a proxy for this linkage, providing the empirical relation-
ships between images and moving objects that the relative success of
behaviors would have extracted over evolutionary time.

As a result of this visual strategy, however, perceived speed and
position does not (and logically cannot) correspond with either the
actual speed and position of objects in the world or the information
about speed and position projected on the retina. In consequence,
processing retinal information in this way inevitably gives rise to
discrepancies between appearance and reality, the flash-lag effect
being one of the more obvious examples in the case of motion.

How Perceptions of Motion Generated on This Basis Facilitate Suc-
cessful Behavior. A further question is how the perception of speed
and position according to the relative rank of projected images in
past experience facilitates successful behavior. On the face of it, the
nonlinear perception of speed and position documented in Fig. 4
seems both counterintuitive and maladaptive. Why would it make
any sense to see speeds and positions that are not veridical?

As illustrated in Fig. 1, information about motion on the retina
could have arisen from an infinite number of object speeds and
positions; thus, responding to objects in the world on the basis of
images alone would not generate successful behavior. Using infor-
mation about the regularities in the world (e.g., the constraints on
motion due to gravity or the terrestrial surface) would also be of
relatively little help, since different distributions of real-world
speeds generate surprisingly similar distributions of image speeds
when transformed by perspective (Fig. 7). For the same reasons,
since a posterior distribution can arise from very different priors, a
computation of the most likely speed and position of the source of
the projected stimulus (i.e., a Bayesian model) would also be
unavailing (47). In contrast, the shaping of visual circuitry by trial
and error experience over evolutionary time will gradually link
inevitably ambiguous image sequences with successful visually guided
behavior, despite the inverse optics problem illustrated in Fig. 1.

Conclusion
The flash-lag effect demonstrates a clear discrepancy between the
actual and perceived position of a moving object relative to a
stationary marker, such as a flash. In an empirical explanation of
this effect, the perception of lag should occur whenever a more
rapidly moving object is compared to a slower-moving one, since
the perception of motion is the perception of an object’s speed and
position relative to some reference point. Indeed, there is some
evidence to support this implication. For example, it has been
demonstrated that the perception of lag can be elicited from
conditions when moving objects are compared with sequences of
flashes in different spatial locations (8, 38, 48, 49). Instead of
conceiving the flash-lag effect as a mismatch between systems
dedicated to the perception of speed and the perception of position,
or as the result of a temporal integration of stimuli, the framework
offered here implies that the perception of lag is the result of taking
into account accumulated empirical information about the speed
and position of projected images to facilitate successful behavior. In
this conception, the flash-lag effect is a signature of the general way
neural circuitry has evolved to contend with the inverse problem as
it pertains to motion.
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Materials and Methods
Psychophysical Testing. Ten adults (four female; ages 18–69 years) with normal
or corrected-to-normal vision participated in the psychophysical component of
the study (the authors and six participants naïve to the purposes of the experi-
ment). Informed consent was obtained as required by the Duke University Health
System. To acquire data over the range of speeds at which the flash-lag effect is
readily measurable, an industry-grade laser level (Acculine Pro 40–6164; Johnson
Inc.) was used to project a 0.2 � 60 cm vertical bar of continuous light (650 � 10
nm) (Fig. 3). The laser light was reflected from six vertical mirrors fixed to a
hexagonal base mounted on a rotating platform capable of speeds from 1–500
rpm.As theplatformrotated, thehexagonalmirrors turnedaroundacentralaxis,
causing the bar of laser light to repeatedly traverse a tangent screen at any
desired speed. Participants viewed the projection screen monocularly in a dark-
ened room from a distance of �114 cm through an aperture that restricted the
scene to a 15° horizontal by 5° vertical field of view; thus, the vertical bar of laser
light was visible over 15° of visual arc as it traversed the screen. The speeds tested
ranged from 3°/s to 50°/s presented in random order; at greater speeds the bar
was increasingly perceived as blur, making accurate determination of the per-
ceived lag less reliable. For speedsupto15°/s, incrementsof2°/swereassessed; for
speeds from 15°/s to 50°/s, the increments were 5°/s.

As the laser light moved across the screen it activated a series of three
photodiodes: two timing photodiodes (30 series; Perkin–Elmer Optoelectronics)
affixed to the screen 40 cm apart, and a red-enhanced photodiode (PDB-C615–2;
Advanced Photonix Inc.) mounted between the two timing photodiodes (Fig. 3).
A digital clock was activated when the laser light triggered the first timing
photodiode, and deactivated when it triggered the second, thereby providing
precise information about the speed of the moving bar of light. The red-
enhanced photodiode (response time: 150 ns at 660 nm) triggered a single
synchronous light emitting diode (LED) flash. The LED (RL5-W18030; Super Bright
LEDs Inc.) was presented through a 0.5 � 40 cm horizontal gap in the tangent
screen; a motorized track hidden behind the projection screen allowed observers
using a remote control to reposition the LED horizontally with an accuracy of �1
mm along the 40-cm distance. The LED flash was reset to a random location along
the track at the beginning of each trial. During testing, observers were able to see
only the translating laser light and LED flash (i.e., the timing and red-enhanced
photodiodes were outside the field of view).

With each passage of the laser light across the screen, observers repositioned
the LED flash using the remote control until it appeared to be aligned with the
moving bar (Fig. 2). Subjects were allowed as many presentations as they needed
to achieve what they judged to be exact alignment. The 5-mm horizontal gap in
the projection screen served as a ‘‘crosshair’’ that assured the moving vertical bar
was indeed coincident with the flash. When perceptual alignment was indicated,
a picture of the position of the LED flash relative to a fixed millimeter ruler was
taken from behind the screen using a digital web camera (PD1170; Creative Labs
Inc.), thus recording how far the LED flash had been moved by the observer (the
setup required that all judgments of alignment be made in central vision). The
picture files were evaluated at the end of testing, and the magnitude of the
flash-lag effect was recorded. Participants made judgments of alignment on
three separate trials for each speed tested, and the average of these was used to
derive the psychophysical function for each observer. The similarity of responses
across observers allowed the data to be merged.

The Virtual Environment. To ascertain whether the flash-lag effect can be
explained by the frequency of occurrence of image speeds generated by moving
objects, data derived from objects moving in 3D space are required; however,
there is at present no technology that can directly link the distances, trajectories,
and speeds of 3D objects with the corresponding 2D speeds projected onto the
retina. We therefore determined these relationships in a computer-simulated
environment (Fig. 8). A frustum, the standard technique for creating perspective
projections in 3D computer graphics (50, 51), was located at the center of a
spherical environment to approximate the retinal image formation process from
objects moving in a monocular visual field. Following Open GL conventions, the
frustum occupied the negative z axis, with the nodal point of the eye located at
theoriginof thex,y, andzaxes. Space in theenvironmentwasdefined inuniform
arbitrary units. The image plane measured 50 units in both azimuth and eleva-
tion, and was positioned at a distance from the apex of the frustum such that a
square degree of visual angle corresponded to 1 square unit on the projection
surface; thus, the simulated visual field was 50° � 50°. As shown in Fig. 8, objects
traveling in different trajectories at different depths and at different speeds
projected sequences on the image plane whose speeds were not directly related
to the speeds and positions of their 3D sources (see also Fig. 1).

Since the psychophysical testing described in the previous section relied on the
ability of observers to indicate when the central point of the bar of laser light
appeared to be in alignment with the LED flash, we used point objects in the
virtual environment to acquire the probability distributions of projected speeds.
Objects were set in motion outside the frustum within the uniform space of the
overall environment (Fig. 8), each with a direction and speed assigned randomly
from uniform distributions (the actual direction and speed distributions in the
world are not known; see Results and Discussion for further elaboration on this
issue). When an object reached the boundary of the virtual environment, a new
object was randomly regenerated to take its place. Approximately 2.4 million
objects were generated in this way, �624,000 of which entered into the frustum
volume and projected onto the image plane.

Determining the Frequency of Occurrence of Image Speeds. The probability
distributions of image speeds were determined by systematically analyzing the
entire image plane for projections that traversed at least 15° of projected dis-
tance, the visual arc that corresponded to the psychophysical testing. For the sake
of computational efficiency in dealing with the large amount of data generated,
projected speeds were analyzed at 30° increments over 360° at a resolution of 0.1
units (�6 min of arc). Because linearly constant motion in 3D space does not
produce linearly constant 2D projections, average image speed was calculated.
The projected speeds of objects falling within the range of 0.1°/s to 150°/s were
compiled (this range corresponds to the approximate limits of human motion
perception) (52). This procedure yielded a probability distribution of �346,000
valid samples, which were normalized and replotted as a cumulative probability
distribution. As described in Results, quantitative predictions of the flash-lag
effect over the full range of speeds that elicit this phenomenon were derived
from the cumulative data and compared with the perceived lag reported by
observers.
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