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Abstract
A polarizable intermolecular potential function (PIPF) employing the Thole interacting dipole (TID)
polarization model has been developed for liquid alkanes and amides. In connection with the internal
bonding terms of the CHARMM22 force field, the present PIPF-CHARMM potential provides an
adequate description of structural and thermodynamic properties for liquid alkanes and for liquid
amides through molecular dynamics simulations. The computed heats of vaporization and liquid
density are within 1.4% of experimental values. Polarization effects play a major role in liquid amides,
which are reflected by an increase of 1.5 to 1.8 D in molecular dipole moment for primary and
secondary amides. Furthermore, the computed polarization energies contribute to the total
intermolecular interaction energy by 6 to 24%. The ability of the PIPF-CHARMM force field to treat
protein backbone structures is tested by examining the potential energy surface of the amide bond
rotation in N-methylacetamide and the Ramachandran surface for alanine dipeptide. The agreement
with ab initio MP2 results and with the original CHARMM22 force field is encouraging, suggesting
the PIPF-CHARMM potential can be used as a starting point to construct a complete polarizable
force field for proteins.

1. Introduction
Molecular mechanical force fields employing effective pairwise potential functions for
electrostatic interactions are widely used and have been extremely successful in dynamics
simulations of condensed phase systems and biopolymers.1,2 Undoubtedly, the most critical
factor that determines the reliability of the computational results is the accuracy of the potential
energy functions. Consequently, there have been continuing efforts devoted to explicitly
incorporate many-body polarization effects to further improve the accuracy of these force
fields.3–24 A straightforward approach for treating polarization effects in the current force
fields is to include an induction term that depends on the instantaneous positions of the
permanent charges and induction polarizations of the rest of the system.25,26 Our goal is to
incorporate explicit polarization terms into the CHARMM22 force field27 by making
adjustments to the non-bonded interaction terms, and at the same time, by minimizing the need
for re-parameterization of the internal bonding terms. We employ the same approach in the
development of these force fields by first studying liquid properties of organic compounds
representing different functional groups in proteins.28 In this paper, we describe a polarizable
intermolecular potential function (PIPF) for alkanes and amides.
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One practical issue in developing a polarizable force field is that polarization effects are not
uniquely described within the framework of classical force field.25,26 Thus, it is essential to
first decide the functional form and the associated parameters to evaluate the polarization
energy. Of course, molecular polarization is well-defined and can be properly treated by
quantum mechanics (QM),29 30 but its computational costs prevent it from applications to
large molecular systems such as proteins and nucleic acids in aqueous solution.31,32 Perhaps,
the most widely used approach in molecular mechanics is based on the expression25,26

(1)

where N is the number of interaction sites,  is the electric field at the ith atomic site due to
the permanent charges of the system, and μi is the induced dipole moment on the ith site. The
associated parameters are the atomic polarizabilities which are given as a tensor. There is no
rigorous way of defining these atomic polarizability tensors and contributions due to higher
order multipole moments are ignored or implicitly included by parameterization in eq 1.
Despite these shortcomings, eq 1 provides a convenient approach to treat inductive polarization
effectively as demonstrated by numerous studies in the past.3–5,9–14,17,18,25,26,33–36 The
present PIPF potential has been developed based on eq 1. In other studies, multipole moments
have also been included in force field development.18,19

A closely related implementation is the Drude oscillator model (also called shell model),20,
37 which was originally introduced to treat dispersive interactions. In this approach, the partial
charge on a polarizable site is redistributed among a set of weightless, off-center particles
connected harmonically to the atomic site. The positions of these charge particles are
determined self-consistently in response to the external field, and the charges and force
constants are related to the atomic polarizability. Thus, the Drude oscillator model can be
designed to yield the same results as the induced point dipole model.20,37 Nevertheless, an
additional choice must be made with respect to the number and distribution of these fictitious
particles. The Drude model has been implemented into CHARMM and efforts are being made
to construct a complete force field for biopolymers.20,21

Both methods described above do not treat the charge transfer effect, which has been suggested
to be important for modeling proteins in aqueous solution.38, In recent years, the fluctuating
charge model, which was derived on the basis of the principle of electronegativity equalization,
39–43 has been used by a number of groups to represent molecular polarization.6,8,15,16,
22–24,44 In this model, the values of the atomic charges are treated as dynamic variables,
which can fluctuate subjected to the overall charge constraint and are dependent on the
environmental electric field. In principle, the fluctuating charge model allows for charge
transfer between molecules, although charge transfer between molecules in this model is often
unphysical and it is typically restricted within the same molecule to model charge polarization.
8,15,16,22 Kaminski et al. experimented the combination of both fluctuating charges and point
dipole induction.15,16,44 It was concluded that the fluctuating charge model alone is
inadequate in describing intermolecular interactions in a number of cases. The fluctuating
charge model has also been implemented into CHARMM.22–24

A reasonable question that is often asked and was raised by an anonymous referee is whether
or not there is a need for developing polarizable force field to study properties of systems that
require apolarizable model. Indeed, most obvious thermodynamic quantities of simple liquids
and solutions as well as biopolymers can adequately described by effective potentials;27,28 a
convincing testimony is the widespread application and success of empirical force fields in
biomolecular simulations. On one hand, it was thought that the seeming anomalous behavior
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of alkylamine solvation was attributed to polarization effects, but it was later shown that a re-
parameterization of the effective pair-wise potential can still reproduce experimental results.
33 On the other hand, the solvation of a chloride ion by a water sphere is dependent on the use
of a pairwise potential or a polarizable model, and only the latter can produce results consistent
with expectation.34 Although lettle experimental information is available, undoubtedly, the
simulation of protein folding will benefit from the use of a polarizable force field because the
charge distribution due to polarization for a fully solvent exposed peptide will be different that
that when is folded in the interior of the protein. Pairwise, effective potentials cannot capture
these internal charge polarizations, whereas a carefully developed polarizable force field is
more likely to be successful. The answers to these questions will continue to emerge as more
tests and simulations are carried out using polarizable force fields.

In the following, we describe the results from molecular dynamics simulations of liquid alkanes
and amides, making use of the PIPF potential for nonbonded interactions and the CHARMM22
force field for the remainder of the energy terms. We designate this combined force field as
PIPF-CHARMM. Amides represent an important class of organic compounds as model
systems for peptides, and it is essential to reproduce structural and energetic properties of these
liquids in order to construct a force field for polypeptides. This is reflected in the development
of a number of force fields, including the effective CHARMM,27 and OPLS force fields,28,
45 and the fluctuating charge model within CHARMM.22 Although both alkanes and amides
potentials have been developed, we focus our discussion on liquid amides, including
formamide (primary amide), N-methylacetamide (NMA) and N-methylformamide (NMF,
secondary amides), and N,N-dimethylformamide (DMF, tertiary amide). We first describe the
polarization model that we use, followed by parameterization and computational details. In
section 4, we present results and discussion. In section 5, we summarize the major findings of
this work.

2. Theoretical Model
We employ the “standard” CHARMM force field plus a polarization term as follows:1,27

(2)

where the potential energy, U (R), is a sum over the internal and non-bonded terms as a function
of the atomic coordinates R. The internal terms include bond (b), valence angle (θ), Urey-
Bradley (UB, S), dihedral angle (ϕ), and improper angle (ω) contributions, as shown in eq 2.
The parameters Kb, Kϕ, KUB, Kθ and Kω are the respective force constants and the variables
with the subscript “0” are the corresponding equilibrium values. The nonbonded terms include
Coulomb, induction (eq 1), and van der Waals interactions in the form of the Lennard-Jones
potential. The variables in eq 2 have standard meanings1,27 and they are not explicitly
described here in view of brevity.

We adopt the Thole interaction dipole (TID) model46 in the present PIPF potential, which
yields excellent results in the predicted molecular polarizabilities with a set of purely atomic
isotropic polarizability parameters. Furthermore, it has been shown that these parameters are
remarkably transferable and can provide a reasonable estimate of the anisotropy in molecular
polarizability even though atomic isotropic parameters are used.46,47 In the TID model, the
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induced dipole at the i th interaction site due to the homogeneous external electric field  is
given by

(3)

where N is the number of polarizable sites, αi is the atomic polarizability tensor, and Tij is the
dipole field tensor defined by

(4)

where I is the identity matrix, and x, y, and z are the Cartesian components along the vector
between atoms i and j at a distance rij. It should be pointed out that, all atomic interactions are
included within the same molecule, except those that are directly covalently bonded pairs.

To avoid infinite polarization at distance shorter than 4(αiαj)1/6 between two interacting
induced dipoles, a phenomenon called the “polarization catastrophe”, Thole46 introduced a
damping scheme in which the dipole field tensors can be derived from the first-order elements

(5)

where the subscript p is a Cartesian component of the vector rij, and the superscript D denotes
a damped interaction tensor. The damping scheme is equivalent to considering a smeared
charge distribution between two interacting sites whose charge distribution is given as follows:
46,47

(6)

where uij = rij/(αiαj)1/6 is the effective distance between sites i and j. The factor a is a
dimensionless width parameter of the smeared charge distribution which controls the strength
of damping.

The modified higher-order T matrix elements can be obtained successively by taking the
derivative of the preceding lower rank elements:

(7)

(8)

where the parameters λi are given as follows

(9)

(10)
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(11)

As in the procedure used by Ren and Ponder17,18 interactions are damped only between
interacting induced dipoles, while the electric field due to the permanent charges is not affected.

Eq 3 shows that each induced dipole depends on the polarization of all other dipoles. Thus, it
must be solved self-consistently. A standard iterative procedure is often used such that an initial
guess of the induced dipoles (or simply set to zero) is first made to estimate a set of induced
dipoles, which are inserted into eq 3 to yield a newer set of induced dipoles. These induced
dipoles are then used in the next iteration, and the process continues until a predefined
convergence criterion is satisfied.10–14 Typically, a few iteration steps are sufficient to achieve
the required accuracy to ensure energy conservation, and the iterative procedure provides the
most practical, converged results in molecular dynamics simulations.10–14 Alternatively, eq
3 can be rearranged such that the induced dipole moments are determined exactly by inverting
the dipole interaction matrix:10

(12)

Where μ is the column induced dipole vector, Eo is the electric field matrix due to atomic
partial charges, and the interaction matrix A is defined as

(13)

Although eq 12 yields the exact results, which is useful for validating the results from the
iterative procedure, the shortcoming is the unbearable computation costs for large systems,
which scales as 27 × N3 to invert the A matrix (3N × 3N -dimension).9

If one treats the induced dipoles as independent dynamic variables, the nuclear dynamics and
molecular polarization can be propagated simultaneously. Sprik and Klein,37 among others,
have used this approach to perform molecular dynamics simulations with an induced
polarizable dipole force field. In this case, the Lagrangian of the system is extended with a
fictitious kinetic term associated with these extra variables, and the dynamics of the induced
dipole moment is governed by the following equation of motion (in matrix form)48

(14)

where mμ is an “inertial factor” associated with the extra dynamical variables whose
dimensions are those of mass× charge−2, E is the total electric field, and μ̈ is the second time
derivative of the induced dipole. In comparison with solving the self-consistent equations, this
approach is a very efficient way of computing induced dipoles with an increase in computer
time by a factor of about 2.48 However, as pointed out by Van Delle et al.,48 the induced
dipoles will fluctuate about its average orientation during the dynamics simulations, although
the converged induced dipoles are always oriented along the direction of the local electric field.

All three methods have been implemented into the program CHARMM (c33a1) for the TID
model, and a critical evaluation of their performance and convergence in computed
thermodynamic and structural properties has been carried out (to be published).
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3. Computational Details
3.1. Parameterization

The parameterization of the PIPF-CHARMM force field follows the procedure employed
previously in the development of the original CHARMM22 force field.27 For convenience,
the internal terms and non-bonded terms are optimized iteratively. Experimental structural data
and bulk liquid properties for different organic functionalities are used as the primary targets
of parameter optimization. Potential energy surfaces, relative energies of different
conformations, and vibrational spectra calculated from high level QM methods are used as
supplementary information where experimental results are not available.

3.1.1. Nonbonded terms—Nonbonded terms include van der Waals interactions, which
are modeled by the Lennard-Jones form in CHARMM, Coulomb interactions among fixed
(permanent) atomic partial charges, and polarization interactions, which include both charge-
induced dipole and induced dipole-induced dipole contributions. We used the Lennard-Jones
parameters from the CHARMM22 force field as an initial input for the same types of interaction
site,27 whereas the partial atomic charges are scaled to yield the correct dipole moments in the
gas phase, using the TID model, for the model compounds selected in the present study. The
original set of isotropic atomic polarizabilities were fitted for H, C, N and O to a set of 16
molecular polarizabilities,46 and later, van Duijnen and Swart extended the optimization set
to 52 molecules with halogen and sulfur atoms.47 Although different optimization schemes
were used, they found that the original set was very similar to those from the new optimization.
47 We have also tried to re-optimize these atomic polarizabilities and reached the same
conclusion. Thus, we decided to directly use the atomic polarizabilities from Thole’s work.46

Then, condensed phase simulations were carried out by slightly re-adjust the Lennard-Jones
parameters and partial charges to reproduce the experimental heats of vaporization and liquid
densities. Consequently, the finals set of charges and atomic polarizabilities do not yield the
exact, although very close, gas-phase dipole moments for these amides. The optimized
parameters are given in Table S1.

3.1.1. Internal terms—Having optimized an initial set of the non-bonded parameters for
alkanes and amides, we further examined the internal energy terms, including bond stretching,
angle bending, out of plane bending and torsion of dihedral angles, using the original values
in the CHARMM22 force field.27 We focused on the torsional potential energy surface and
vibrational frequencies of NMA, and the conformational energies and the Ramachandran map
of alanine dipeptide obtained from QM calculations at the MP2/TZVP//HF/6-31G(p,d) level
of theory.49 Then, we returned to liquid simulations to further optimize the nonbonded energy
terms until both liquid phase results and internal energy terms are satisfactory. Finally, to match
the ab initio Ramachandran map perfectly, an energy correction map (CMAP)49 is also made
to the peptide bonds using the PIPF-CHARMM force field. For additional details of the CMAP
procedure, readers are directed to the original paper.49 The final force field is given as
Supporting Information, which can be download as the parameter file for CHARMM.

3.2. Simulation Details
Non-bonded parameters were optimized through liquid simulations of four alkanes and six
amides. In each case, molecular dynamics were executed with the CHARMM program using
the isothermal-isobaric (NPT) ensemble at 1 atm and a temperature indicated below. The
temperature is maintained by the Nose-Hoover thermostat,50 while the pressure is controlled
via the Langevin piston method.51 The velocity Verlet algorithm was used to integrate the
equations of motion with a time step of 1 fs.52 In the present PIPF potential employing the
TID model for molecular polarizations, intramolecular interactions between atom pairs that
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form a covalent bond (1–2), a bond angle (1–3), and a dihehdral angle (1–4) are excluded from
the dipole interaction tensor. We have also examined the possibility to include 1–4 interactions
in molecular polarization, but we found that the best results are obtained without these short
range terms, even though they are severely screened by the damping function. We employed
the iterative procedure to converge the induced dipoles with a criterion of less than 0.0001
Debye per atom. In all simulations, a spherical cutoff was used to generate a non-bonded list
for all pairs within 12.5 Å and the interaction energies are smoothed to zero by a switching
function between 11.0 and 12.0 Å for Coulomb interactons and a shifted potential for Lennard-
Jones interactions.53c Although the use of a spherical cutoff for nonbonded interactions may
introduce some errors in the computed thermodynamic properties, the development of the
OPLS and the CHARMM22 force fields as well as the SPC, the TIP3P and TIP4P models
utilized even shorter truncation distances at that time. Yet, numerous applications suggest that
these force fields still perform exceptionally well when long-range electrostatics is explicitly
included. Certainly, models that are specially derived for Ewald calculations have shown
improved properties, especially in computed dielectric constants.53 We are currently
implementing the PME-based method for the present model to further validate the present
parameters. Spherical truncation was made at 12.5 Å for interactions involving induced dipoles.
All the bonds connecting to a hydrogen atom are fixed by the SHAKE algorithm.54

In each case, a cubic box was used, consisting of 256 molecules with periodic boundary
conditions. The box size varied from about 26×26×26 Å3 for formamide to as large as
35×35×35 Å3 for isobutane. The simulations were run for ethane, propane, butane at their
boiling points, which are 184, 231 and 273 K, respectively; for isobutene, formamide (FORM)
and N-methylformamide (NMF) at 298 K; for acetamide (ACEM) at 373 K and its boiling
point (494 K); for N-methylacetamide (NMA) and N,N-dimethylacetamide (DMA) at 373 K;
and for N,N-dimethylformamide (DMF) at 298 and 373 K. Each system was first equilibrated
by at least 1 ns, followed by another 1 ns for averaging. Tests suggest that the computed results
are sufficiently converged and show little variations at much longer simulation time for these
simple liquid systems. Statistical uncertainties (±1σ) for the computed properties reported here
are determined through averages of batches of 50 ps simulations.

The average energy of the gas phase molecule was calculated by Monte Carlo (MC) simulations
of a single molecule at the same temperature as in the corresponding MD simulations. Standard
Metropolis sampling2 was used that included Cartesian moves for all atoms. Each Monte Carlo
simulation consisted of at least 1×106 configurations of equilibration followed by 5×106

configurations of averaging. The energy convergence for a single molecule in the gas phase is
much better achieved employing Monte Carlo simulations than using molecular dynamics
where large fluctuations in temperature complicate potential energy convergence.

4. Results and discussion
4.1. Polarization

Optimized non-bonded parameters are listed in Table 1. In general, partial charges are smaller
than those in the CHARMM22 force field. This is expected since the fixed charge force field
mimics many-body polarization effects in an average way such that the molecular dipoles are
greater than those in the gas phase. Except for the hydrogen atom on nitrogen (type H), the
Lennard-Jones parameters in the present PIPF potential are very similar to the original values
in CHARMM.27 The “polar” hydrogen radius was increased from 0.2245 to 0.7577 Å (for
type H only in the CHARMM force field definition in the present set of compounds). Atomic
polarizabilities for each element are directly taken from the TID model,46 which were fitted
to experimental anisotropic molecular polarizabilities for a small set of molecules in the gas
phase,47 but they require no further modification in liquid simulations. Importantly, only a
single parameter (isotropic atomic polarizability) is needed for each element for all interaction
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types. The remarkable transferability of the TID model has been thoroughly examined by van
Duijnen and Swart.47 The transferability is a major advantage of the TID model, for which
few other polarizable models exhibit such a good behavior.

Table 2 depicts the computed molecular dipole moments in the gas phase and in the liquid
phase along with the average molecular polarizabilities for amides. The computed molecular
polarizabilities are in excellent agreement with experimental results. Gas-phase dipole
moments are generally underestimated in the present TID model, with a mean unsigned error
of less than 8% in comparison with the experimental data.55–57 This is in contrast to the
effective pairwise potentials, in which the molecular dipoles are typically overestimated by
10–20% to account for polarization effects.1,27,28 In the present study, we decided not to
strictly enforce the requirement that gas-phase dipole moments exactly reproduce the
corresponding experimental data. Our experience from early studies13,14 show that the
increased flexibility allows for condensed phase properties better described, and similar
observations have been made in recent applications.22 Clearly, the dipole moments are greatly
enhanced in going into the liquid phase, although the quantitative accuracy of the average
dipole moments in the fluid phase is difficult to assess because there are no experimental data
for comparison. As expected, the enhancement in dipole moment for the primary and secondary
amides is more significant than that for the tertiary amides due to hydrogen bonding interactions
in the former, which are absent in the latter systems. Previously, a similar trend was observed
from Monte Carlo simulations of formamide, acetamide, N-methylfromamide and N-
methylacetamide using a polarizable intermolecular potential function (PIPF-A)14 with a set
of atomic polarizabilities similar to the Applequist58 values without considering
intramolecular polarization interactions. However, the present TID model (Table 2) yields
induced dipoles twice as large as the previous PIPF-A potential.14 The present results are in
better agreement with combined QM/MM simulations in which one solute is represented by
the semiempirical AM1 method embedded in a solution of the same amide.14 For the primary
and secondary amides the computed induced dipoles are 0.9 to 1.2 D from the QM/MM
simulations.14

4.2. Liquid Properties
The computed energetic results are summarized in Table 3. The heat of vaporization is related
to the total intermolecular interaction energy of the liquid, Ei (l), the intramolecular energies
in the liquid, Eintra(l), and in the gas phase, Eintra (g), and the work term, which is RT for one
mole of ideal gas.

(15)

In computing the intermolecular interaction energy for the liquid, we have included a correction
for long range van der Waals interactions beyond the cutoff distance by assuming the
distribution function is uniform.14,59 The correction to the computed heat of vaporization due
to departure from ideal behavior of the vapor was found to be negligible for amides and thus
they are not included.60,61 The mean unsigned error in the calculated heats of vaporization
for the four alkanes and six amides (two performed at two termperatures) is 1.4% compared
to the experimental data.55–57,62–66 For comparison, the average error reported by Jorgensen
et al. is about 2% for hydrocarbons and amides for the OPLS-AA potentials.28 Simulation of
liquid alkanes and amides using CHARMM fixed charge force field yields a error ranging from
0 to 6%.22 In a separate study employing the PIPF-A potential,14 the average error was about
2% for four amides, formamide, NMF, NMA, and DMF.14 Thus, the present energetic results
are comparable to or slightly better than the performance of earlier force fields. It should be
noted that we have used 100% of the trans configuration for NMA and NMF and they remained
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in that configuration, whereas there are about 2–3% of cis population in natural abundance in
experiments.67,68

Table 3 also lists the average polarization energies in these liquids. Obviously, there is little
contribution from molecular polarization in liquid alkanes, whereas polarization effects are
significant in liquid amides. The largest polarization contributions are found in primary and
secondary amides, amounting to about 24% and 18% of total intermolecular interaction energy,
respectively. For comparison, the PIPF-A model has polarization effects between 12–14% of
the total energy for primary and secondary amides.14 In that model, the gas-phase dipole
moments for these amides are slightly greater than the corresponding experimental value except
NMF,14 whereas they are smaller in the present case.

Table 4 lists the computed liquid density (volume), self-diffusion constants and dielectric
constants at various temperatures used in the dynamics simulations. The mean unsigned error
in the computed molecular volume and liquid density is about 1.3% in comparison with
experimental data (Table 4). Overall, the TID model shows excellent results for these organic
liquids. We note that during the parameterization process, DMF was only considered at 373
K. Interestingly, when these parameters are used to perform simulations of DMF at 298 K, we
obtain a liquid density and ΔHv within 1% and 2% from the corresponding experimental values.
The dielectric constants have only been averaged for 1 ns of simulation time and they are almost
certain not yet converged. Extended simulations with particle-mesh Ewald treatment of long-
range electrostatics are being carried out. The calculated self-diffusion coefficients are
somewhat underestimated for NMF, DMF and DMA, while it is in excellent agreement with
experiment for NMA.69,70 For comparison, the CHARMM-FQ model yields a value of D =
1.93×10−9 m2/s for liquid NMA. The effective CHARMM force field produced a value of
2.04×10−9 m2/s.27

4.3. Radial Distribution Functions
The structure of the liquids are characterized by radial distribution functions (rdfs), gxy (r),
which specifies the probability of finding an atom y at a distance r from atom x. All rdfs are
normalized to the bulk density. To simplify our discussion, we focus on rdfs involving
hydrogen bonding interactions. Errors associated with data collection is about half of the width
of the bin size, which is 0.05 Å.

4.3.1. Formamide and acetamide—Figure 1 shows the radial distribution functions for
liquid formamide, in which the hydrogen atom trans to the carbonyl group is denoted by H(T)
and cis to the carbonyl group by H(C). The strong first peaks of the carbonyl oxygen and amide
hydrogen pairs, O-H(C) and O-H(T), centered at 1.95 Å are due to hydrogen bonding
interactions. The results are in excellent agreement with the peak at 1.9 Å assigned to O-H
contacts from diffraction experiments.71–74 In an early study using the PIPF potential, the
first O-H peak in liquid formamide occurs at 1.85 Å.14 The agreement with the OPLS28 and
CHARMM27 potentials is also good with the first peak occurring at 1.9 Å. Integration to the
minima of the first peaks gives 0.9 and 1.0 nearest neighbors around H(C) and H(T). For
comparison, other studies using PIPF potential give 0.9 and 1.1 nearest neighbors for these
two hydrogen atoms, respectively. Hydrogen bonding interactions are also reflected by the
heavy atom distributions, in particular the N-O rdf, which has a strong first peak at 2.93 Å. For
comparison, the previous PIPF potential has a peak at 2.8 Å in the N-O distribution. Excellent
agreement has been observed with OPLS potential which gives a peak at 2.9 Å. Integration of
the first peak to the minimum at 4.02 Å yields 3.41 contacts. This is greater than the finding
from previous PIPF and OPLS potential, which yield a value of 2.5–2.7. Different diffraction
studies produced values of 2.9, 3.03 and 3.05 Å,71–74 reflecting the uncertainty range from
experiments. We note that the computed contact number depends strongly on the minimum
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position in the rdf, which is often not precisely defined due to overlap between the tails from
the first and second solvation layers.

The computed rdfs for acetamide are displayed in Figure 2 at two simulation temperatures,
corresponding to 373 and 494 K. The first peaks in the N-O distribution function are found at
2.90 and 2.93 Å at 373 and 494 K, respectively, which are slightly shorter than a distance of
3.03 Å from a recent X-ray diffraction experiment of liquid acetamide at 346 K.75 An important
qualitative feature is that the heights of the two O-H peaks decrease noticeably as the
temperature increases, suggesting greater thermal fluctuations and less structured interactions.
Figure 2a also reveals that the trans hydrogen, H(T), dominates hydrogen bonding interactions
due to favorable dipolar orientations, which is also indicated in Figure 1. However, at higher
temperature, the contributions from both hydrogens in hydrogen bonding interactions become
similar. Integration of the first peaks in O-H(C), O-H(T) and N-O rdfs to the first minima results
in 0.8, 0.9 and 2.4 nearest neighbors at 373 K. At higher temperature, the number of the first
contacts decreases to 0.7, 0.7 and 2.0.

4.3.2. N-Methylformamide and N-methylacetamide—The computed rdfs for NMF and
NMA are displayed in Figure 3 and 4. Strong hydrogen bonding in these two liquids is clearly
indicated by the first striking peaks in the O-H and N-O rdfs. The computed rdf for O-H shows
a strong peak at 1.95 Å for both NMF and NMA, in good agreement with the neutron diffraction
experiment with fully deuterated NMF which gives the O-H contact at 1.89 Å.76,77 Integration
to the first minima gives 1.0 and 1.1 nearest neighbors in liquid NMA and NMF, respectively.
The other peak extensively studied by diffraction experiments is the peak in N-O rdf. The NO
interaction due to hydrogen bonding in liquid NMF and NMA are estimated to be 3.02 Å for
NMF in X-ray diffraction76,77 and 3.03 Å for NMA from both diffraction experiment and
DFT calculations.78 Our calculation gives a value of 2.90 and 2.93 Å in liquid NMF and NMA,
respectively. Integration to the first minima yields 1.1 and 1.2 for NMA and NMF, respectively.
In contrast, MC simulations from previous study using PIPF-A force field give the first peak
at 1.85 and 2.75 Å for O-H and N-O contact, respectively.14

We note that the present PIPF potential employing the TID model for polarization yields N-O
peaks for the primary and secondary amides in close agreement (2.90–2.95 Å from simulations
vs. 3.03 Å from diffraction experiments), which may be compared with previous simulations
(2.75–2.8 Å) employing a polarizable potential and the Applequist-like polarizabilities.14
Furthermore, it has often been suggested that it is necessary to have shorter hydrogen-bonding
peaks in liquid simulations with effective pair potentials to account for polarization effects by
making stronger and shorter hydrogen bonds. For example, the OPLS force field has a distance
of 2.9 Å at the first peaks in the N-O rdfs for formamide and NMA.79 We also notice that the
height of the first peak and shape in the N-O rdf for NMA, including a shoulder at about 4.5
Å and a broad peak at about 7 Å, are found to be in good agreement between the present PIPF
and OPLS force field.

4.3.3. N,N-dimethylformamide and N,N-dimethylacetamide—Despite the fact that
there is no hydrogen bond donor in DMF and DMA, the computed rdfs displayed in Figure 5
and 6 show significant local order due to the interaction between methyl groups and carbonyl
oxygen in the view of the peaks in O-C(C) and the O-C(T) rdfs centered at 3.50 Å, and the N-
O rdf at 4.55 Å. This is consistent with the conclusions of Jorgensen and Swenson using the
OPLS-UA potential79 and our PIPF-A model.14 Interestingly, dipolar interactions favor closer
contacts between the trans methyl group and the carbonyl oxygen in both the present and early
PIPF potentials. On the other hand, the OPLS-UA potential does not seem to distinguish
between the two methyl groups in DMF.79 In contrast, X-ray diffraction experiments suggest
no significant local order in liquid DMF and DMA;80,81 however, it is difficult to specifically
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resolve the total diffraction pattern into specific pair interactions without significant hydrogen
bonding interactions and isotope replacement.

4.4. Internal parameters
The internal bonded parameters are reoptimized for amides functional groups making use of
NMA and alanine “dipeptide” as the model compounds. We began with the original
CHARMM22 force field for all bonding terms, and it was found that all parameters associated
with bonds and angles and with the improper dihedral angle terms can be kept without
alteration. The only parameters that were further modified are some torsional terms, which are
listed in Table 5. These values are optimized to reproduce ab initio conformation energies of
NMA and the potential energy surface (Ramachandran map) of alanine dipeptide.

With these minor re-adjustments of the CHARMM22 parameters, we found that it is possible
to obtain the relative conformational energies for NMA and the alanine dipeptide using the
present polarizable non-bonded interaction terms. In particular, we found that cis conformer
of NMA is 2.44 kcal/mol higher in energy than the trans configuration, and the rotation barrier
about the peptide bond is 21.1 kcal/mol. For comparison, MP2/cc-pVTZ//MP2/6-31G(d)
calculations yield values of 2.39 and 20.5 kcal/mol, respectively. NMR studies revealed a
rotational barrier of 19.8 ± 1.8 kcal/mol.82 The relative conformational energies for the alanine
dipeptide are given in Table 6, which are compared with QM calculations at MP2/TZVP//HF/
6-31G(p,d) level. The relative energy of C7ax calculated by the present force field is
underestimated by 0.08 kcal/mol, while the energy of C5 is overestimated by 0.06 kcal/mol.
The largest deviation was found in the Ψ angle for the C7ax conformer, which is overestimated
by nearly 20° at −73° compared to −54° from HF/6-31+G(d) calculations.

Ramachandran plot (phi-psi map) computed using the present CHARMM-PIPF potential, the
original CHARMM22 force field, and the ab initio MP2/TZVP//HF/6-31G(p,d) are shown in
Figure 8, along with a fully corrected energy contour by the CMAP (see below) procedure. In
comparison with the MP2 results, the CHARMM22 force field shows a steep surface at the C5
region and the energy in the αL region is overestimated. The PIPF-CHARMM force field yields
somewhat improved features in these two regions. As noted elsewhere,49 artifacts exist to
overly sample the π-helical populations using empirical potentials, whereas π-helices are rarely
observed experimentally. This problem was traced to subtle deviations between the empirical
and ab initio Ramachandran maps. MacKerell et al.49 made a bold proposal by introducing a
spline correction map (CMAP) to reproduce almost exactly the MP2 results. Now, the CMAP
is a standard option in the CHARMM22 force field, which significantly improved
conformational sampling of low population structures. A CMAP has also been constructed for
the present CHARMM-PIPF potential, which gives a mean deviation from the MP2 results by
merely 0.0002 kcal/mol.

As in the standard CHARMM force field, we have two options that the users may choose from,
with and without the inclusion of the CMAP for the PIPF-CHARMM potential. The use of
CMAP slightly increases computational time. If this is not a major concern, it is recommended
to include the CMAP procedure because it significantly reduces the tendency to form π-helix.

The transferability of the bond and angle parameters from CHARMM22 force field is further
tested by vibrational spectral analysis of NMA and three conformers of the alanine dipeptide.
Calculated frequencies and key characteristic components for each mode have been determined
for each molecule; these results are given as Supporting Information in Tables S1 through
Table S4. Comparison with experimental and ab initio results at the MP2/6-31G(d) level of
theory suggest that only small differences exist for lower frequency modes between the
polarizable force field and the CHARMM22 force field, and the agreement with ab initio force
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field analyses is are also of similar quality both in computed vibrational frequencies and
contributing vibrational motions.

5. Conclusions
A polarizable intermolecular potential function (PIPF) employing the Thole interacting dipole
(TID) polarization model has been developed for liquid alkanes and amides. In connection with
the internal force field terms of the CHARMM22 force field, with minor modifications of
several torsional terms only, the present PIPF-CHARMM potential provide an adequate
description of structural and thermodynamic properties for liquid alkanes and for liquid amides.
The computed heats of vaporization and liquid density are within 1.4% of experimental values.
Although polarization effects are negligible in liquid alkanes, they make major contributions
to the potential energy of liquid amides. The average molecular dipole moments are enhanced
by 1.5 to 1.8 D for primary and secondary amides, from gas phase values of about 3.3–3.7 D
to condensed phase values of 5–5.4 D. This represents as large as 50% increase from induction
polarizations, and is reflected by the computed polarization contributions, ranging from 6 to
24% of total potential energies. The average induced dipoles are nearly twice as large as a
previous set of polarizable potentials, making use of Applequist-like atomic polarizabilities
without intramolecular interactions, but they are in closer agreement with combined QM/MM
simulations in which one molecule of amide was treated quantum-mechanically in a liquid of
the same amides represented classically.14 The ability of the PIPF-CHARMM force field to
treat protein backbone structures is tested by examining the potential energy surface of the
amide bond rotation in N-methylacetamide and the Ramachandran surface for alanine
dipeptide. The agreement with ab initio MP2 results and with the original CHARMM22 force
field is encouraging, suggesting the PIPF-CHARMM potential can be used as a starting point
to construct a complete polarizable force field for proteins.
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Figure 1.
Computed O-H(C), O-H(T), N-O and O-O radial distribution functions for liquid formamide
at 25°C. H(C) and H(T) specify the amino hydrogen atoms cis and trans to the carbonyl group.
Distances are in angstroms.
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Figure 2.
Computed O-H(C), O-H(T), N-O and O-O radial distribution functions for liquid acetamide
at (a) 373 K, and (b) 494 K.

Xie et al. Page 16

J Chem Theory Comput. Author manuscript; available in PMC 2008 October 27.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 3.
O-H, N-O and O-O radial distribution functions for liquid N-methylformamide at 25°C.
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Figure 4.
O-H, N-O and O-O radial distribution functions for liquid N-methylacetamide at 100°C.

Xie et al. Page 18

J Chem Theory Comput. Author manuscript; available in PMC 2008 October 27.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 5.
O-C(C), O-C(T), N-O and O-O radial distribution functions for liquid N,N-dimethylformamide
at 25°C. C(C) and C(T) specify the methyl carbon atoms cis and trans to the carbonyl group.
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Figure 6.
O-C(C), O-C(T), N-O and O-O radial distribution functions for liquid N,N-dimethylacetamide
at 25°C. Cc and Ct specify the methyl carbon atoms cis and trans to the carbonyl group.
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Figure 7.
Adiabatic alanine dipeptide potential energy surface calculated from a) PIPF, b) CHARMM22,
c) PIPF with CMAP and d) QM. Contour represents 1–10 kcal/mol with 1kcal/mol interval,
12kcal/mol and 15kcal/mol.
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Table 5
Torsional terms and parameters that have been adjusted from the orginal CHARMM22 force field for use in connection
with the present PIPF potential for amides.

Dihedral type Kϕ n δ

CT3-C-NH1- CT3 1.2 1 0
CT3-CT1-NH1-C 1.6 1 0
HA-CT3-NH1-H 0.11 3 0
O-C-CT3-HA 0.04 3 180
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Table 6
Relative energies (in kcal/mol) and conformations (in degree) of the alanine dipeptide C7eq, C7ax, C5 minima from ab
initio (MP2/TZVP//HF/6-31G(p,d)) and force field calculations

C7eq C7ax C5

QM 0 2.05 1.47
PIPF 0 1.97 1.53

Conformations (φ, ψ)
QM −86, 78 75, −54 −156, 160
PIPF −79, 77 69, −73 −152, 156
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