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Abstract
The reliable prediction of molecular properties is a vital task of computational chemistry. In recent
years, density functional theory (DFT) has become a popular method for calculating molecular
properties for a vast array of systems varying in size from small organic molecules to large biological
compounds such as proteins. In this work we assess the ability of many DFT methods to accurately
determine atomic and molecular properties for small molecules containing elements commonly found
in proteins, DNA, and RNA. These properties include bond lengths, bond angles, ground state
vibrational frequencies, electron affinities, ionization potentials, heats of formation, hydrogen bond
interaction energies, conformational energies, and reaction barrier heights. Calculations are carried
out with the 3-21G*, 6-31G*, 3-21+G*, 6-31+G*, 6-31++G*, cc-pVxZ, and aug-cc-pVxZ (x=D,T)
basis sets, while bond distance and bond angle calculations are also done using the cc-pVQZ and
aug-cc-pVQZ basis sets. Members of the popular functional classes, namely, LSDA, GGA, meta-
GGA, hybrid-GGA, and hybrid-meta-GGA, are considered in this work. For the purpose of
comparison, Hartree-Fock (HF) and second order many-body perturbation (MP2) methods are also
assessed in terms of their ability to determine these physical properties. Ultimately, it is observed
that the split valence bases of the 6-31G variety provide accuracies similar to those of the more
computationally expensive Dunning type basis sets. Another conclusion from this survey is that the
hybrid-meta-GGA functionals are typically among the most accurate functionals for all of the
properties examined in this work.

1. Introduction
In the past several years it has become clear that, with the availability of increasingly powerful
computers and improvements in computational methods, it will soon be possible to perform
high-level ab initio calculations on large biological systems. Indeed, many DFT studies on
biological systems have been carried out1–25 and some preliminary large-scale biological
studies, treating entire proteins, have already been performed using ab initio methods.26– 29
Density functional theory (DFT) methods scale favorably with molecular size compared to
Hartree-Fock and post-Hartree-Fock methods and have the further advantage over the Hartree-
Fock method of describing electron correlation effects. 30,31 For these reasons, DFT is the ab
initio technique most well suited for studies on large compounds and promises to be at the
forefront of ab initio investigations on biologically relevant systems such as proteins and DNA.

In this study, thirty-seven DFT methods along with HF and MP2 are assessed for their ability
to accurately calculate nine molecular properties. These properties include bond lengths, bond
angles, ground state vibrational frequencies, electron affinities (EA), ionization potentials (IP),
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heats of formation (HOF), hydrogen bond interaction energies, conformational energies, and
reaction barrier heights. Each property is associated with its own test set. For consistency, each
density functional method, wave function method, and basis set considered in this survey was
used to calculate each of the nine properties (except for EA for which non-diffuse basis
functions were omitted).

DFT is not a single method, but a family of methods because the exact density functional is
unknown. Density functional methods can be divided into several classes according to the types
of functional dependencies that they possess; examples of the five commonly-used DFT
categories are included in this study. The simplest type of DFT is the local spin density
approximation (LSDA), which depends only on electron density. Generalized gradient
approximation (GGA) functionals depend on the electron density and its reduced gradient,
while meta-GGA functionals also depend on the kinetic energy density. Hybrid and meta-
hybrid functionals are combinations of GGA and meta-GGA functionals with Hartree-Fock
exchange. Table 1 lists all of the functionals investigated in this work and indicates the category
to which each functional belongs. For the purpose of comparison to other popular molecular
electronic structure methods, both the Hartree-Fock (HF) and second order many body
perturbation (MP2) methods are also included in this study.

Perdew’s “Jacob’s ladder” approach for the systematic improvement of density functional
approximations contains five rungs, with each possessing more accurate approximations than
the one below it.32 The five classes of density functionals investigated in this work contain
elements of the first four rungs, with the hybrid-meta-GGA being the most complex.
Functionals residing on the highest step in this scheme would include an exact exchange term
and “exact partial correlation”.32,33 There have been a limited number of “fifth rung”
functionals developed in the past few years, but these types of functionals are not yet widely
used. An example of a “fifth rung” functional is that of Perdew and coworkers that combines
exact exchange and second order correlation with a gradient-corrected density functional.34,
35 Since the use of functionals in this work is confined to more widely-used DFT methods,
functionals from the fifth rung of “Jacob’s ladder” are not included here.

In this study we employ a wide variety of basis sets ranging in size from the small, 3-21G*,
basis to the very large, aug-cc-pVQZ, basis. The Pople type split valence basis sets, such as
3-21G, 6-31G, etc. are used extensively throughout chemistry and are very well validated, in
this study we utilized five of these basis sets, namely, 3-21G*, 6-31G*, 3-21+G*, 6-31+G*,
and 6-31++G*.36–39 The correlation consistent basis sets of Dunning are also very widely
used and are typically used in conjunction with high level, post-Hartree-Fock techniques such
as the configuration interaction and coupled cluster methods.40 These basis sets incorporate
functions with high angular momentum (d,f,g,…) and have been optimized to describe
correlation effects in atoms, but also describe correlation effects in molecules quite well.41 It
has been shown that, when used with DFT methods, the correlation consistent basis sets yield
optimized geometries that agree with experiment very well. However, these basis sets have the
disadvantage of being computationally expensive compared to the Pople type basis sets. In this
work we employ the cc-pVxZ and aug-cc-pVxZ basis sets with x=D, T, and Q for geometry
calculations, while all others are performed at the x=D, T levels. MP2 geometry optimization
calculations at the cc-pVQZ and aug-cc-pVQZ levels are not performed because of their
prohibitive cost. We realize that the most appropriate basis sets for each individual property
may not have been included in our survey. However, after careful consideration, we decided
to limit the number basis sets we employed due to computational constraints. We feel that the
basis sets tested here are widely implemented and are familiar to most computational chemists.

This article contains a quantitative assessment of a wide variety of quantum chemical methods
available in a widely used quantum chemistry software package. We have had to base our study
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on a limited number of functionals and basis sets because of time considerations. New
functionals are constantly being developed and it is impossible for a work such as this one to
keep up with these new developments. Examples of more recent functionals are M0542 and
M05-2X43 of Truhlar and co-workers, however these are not yet readily available for use.
While we have included some analysis of the information garnered by this research, it is beyond
the scope of these articles to discuss in depth the mathematical composition of functionals.
Scuseria and Staroverov44 have composed a review that provides an overview of the
development of most classes of density functional methods. Readers interested in the
development of these types of quantum methods should reference this and other similar
reviews.

One of our primary interests is to predict the performance of density functional methods for
calculations on biological systems. With this in mind, the test sets used in this work represent
a collection of systems containing atoms commonly found in biomolecules such as proteins
and DNA, namely C, H, N, O, S, and P. For most test sets, only systems whose physical
properties have been determined experimentally have been included. All of the test sets
employed in this survey are given in the supplemental material.

In order to estimate the performance of DFT methods in calculating accurate molecular
geometries in proteins we have carried out geometry optimizations on a test set of 44 molecules
whose structures are well characterized experimentally. The test set comprises 71 bond lengths
and 34 bond angles that can be compared directly with experimental results. One would expect
that the functional/basis set combination that is chosen to optimize these structures would have
a great impact on the accuracy with which the bond lengths and angles can be computed, for
this reason geometry optimizations have been carried out using a large number of density
functional methods along with several basis sets. In a similar fashion, we have constructed a
vibrational frequency test set of 35 molecules whose harmonic vibrational frequencies are
experimentally well-characterized. A total of 145 vibrational frequencies are contained within
this test set.

Several studies have been carried out to assess the performance of DFT methods for calculating
molecular geometries and vibrational frequencies.41,45–52 Johnson et al. conducted studies
using the S (Slater), B (Becke88), SVWN5, BVWNV, SLYP, and BLYP functionals (as well
as the HF, MP2, and QCISD methods) along with the 6-31G* basis set to asses the accuracy
with which these methods predict bond lengths, bond angles, and vibrational frequencies, as
well as atomic energies, dipole moments, and atomization energies.52 For geometric and
vibrational properties a test set composed of 32 small molecules from the G2 set was employed
(44 bond lengths, 18 bond angles, and 110 frequencies). Raymond and Wheeler assessed the
performance of the B3LYP method paired with the aug-cc-pVxZ (x=D,T,Q) basis sets in
calculating the molecular geometries, energies, and harmonic vibrational frequencies of a set
of 19 small inorganic molecules.41 More recently, Wang and Wilson carried out studies using
a test set of 17 molecules to determine the accuracy of molecular geometries and several other
molecular properties calculated using the B3LYP, B3PW91, B3P86, BLYP, and BP86
functionals paired with the cc-pVxZ and aug-cc-pVxZ (x=D,T,Q,5) basis sets.45 Riley et al.
assessed the accuracy of the BLYP, B3LYP, SVWN5, c-SVWN5, and S (Slater) functionals,
along with the 3-21G*, 3-21+G*, 6-311G**, and 6-311+G** basis sets, for calculating
molecular geometries and vibrational frequencies along with several other atomic and
molecular properties.53

Next, we consider three more physical properties: electron affinity, ionization potential, and
heat of formation. The electron affinity is the energy gained by a neutral system upon
attachment of an additional electron, thus forming an anion. This is a very challenging property
to compute because of the difficulty associated with the treatment of anions and their, often
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loosely bound, extra electron. The ionization potential, the energy required to remove an
electron from a bound state to infinite separation, has been known for some time to be an
important property of atoms and molecules. The ability to predict ionization potentials
accurately has deep implications in the field of photoelectron spectroscopy. The heat of
formation is the change in enthalpy that occurs when a molecule is formed from its constituent
elements in their most stable states. This physical parameter is used to assess the stability of a
molecule, to estimate the amount of energy released in a reaction, and to calculate other
thermodynamic functions.54

The test sets used for the IP, EA, and HOF calculations are derived from the Gaussian G2/97
test set.55,56 In an effort to increase the contribution of phosphorus-containing systems in our
test sets, a few non-G2 additions have been made. The electron affinity test set contains 25
atoms and molecules, 24 of these come from the G2/97 test set while one of them, PO2, does
not. The ionization potential test set contains 37 atoms and molecules. All but one of these
systems, PO2, comes from the G2/97 test set. The heat of formation test set contains 156
molecules. Three of these molecules are not from the G2/97 set: PH, PO2, and CH3PH2.

Several studies have been conducted to assess the performance of DFT and wave function-
based methods in computing electron affinities, ionization potentials, and heats of formation.
54–63 Curtiss et al carried out a study to evaluate density functional methods as well as the
Gaussian-2 method for computing electron affinities and ionization potentials using a test set
including 58 electron affinities and 88 ionization potentials.56 In this study the B3LYP,
B3PW91, B3P86, BLYP, BP86, and SVWN functionals were used along with the 6-311+G
(3df,2p) basis set. Ernzerhof and Scuseria evaluate the performance of the SVWN, SVWN5,
BLYP, B3LYP, VSXC, PBEPBE, and PBE1PBE functionals for calculating atomization
energies, ionization potentials, electron affinities, and bond lengths, this study was also carried
out using the 6-311+G(3df,2p) basis set.63 Curtiss et al assess the SVWN, BLYP, and B3LYP
methods along with several Gaussian-3 methods for calculation of heats of formation,
ionization potentials, electron affinities, and proton affinities using the 6-311+G(3df,2p) basis
set.57 Brothers and Merz carried out a study in which several LSDA, GGA, and hybrid-GGA
functionals were evaluated for the computation of heats of formation with small basis sets,
namely 3-21G*, 3-21+G*, and MIDI!.61

Another goal of this work is to assess the performance of DFT for describing hydrogen bonding
interaction energies, conformational energies, and reaction barrier heights. Hydrogen bonding
plays a critical role in many physical phenomena, among other things, these interactions are
important in the formation of clusters, the stability of large molecules such as proteins, DNA,
and polysaccharides, and in the formation of protein ligand complexes. Conformational
energies are an important measure of a computational method’s ability to accurately predict
both the geometry and the electronic energy of a molecular system. The reaction barrier height
is a measure of the energy necessary to drive a stable system into a metastable transition state;
this property has important implications in chemical reactions and kinetics.

The hydrogen bonding test set contains ten hydrogen bound systems whose interaction energies
have been well characterized by high-level theoretical techniques. The conformational energy
test comprises ten small molecules whose experimental conformational energies are known.
There are two different barrier height test sets, the first of these contains 23 barrier heights for
hydrogen transfer reactions of small molecules with radical (non-singlet) transition states,
while the second contains six barrier heights for reactions of larger molecules with singlet
transition states. Henceforth in this work the former of these test sets will be referred to as the
small radical barrier height set (SRBH) and the latter will be referred to as the large singlet
barrier height set (LSBH).
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Several studies have been carried out to assess the accuracy of density functional theory in
predicting hydrogen bonding interaction energies.64–73 Tsuzuki and Lüthi evaluated the
BLYP, B3LYP, and PW91PW91 functionals, as well as the MP2 and HF methods, for the
prediction of hydrogen bond interaction energies. These studies were carried out using the
Dunning type basis sets, cc-pVxZ (x=D, T, Q, 5). Zhao and Truhlar carried out studies to
determine the accuracy of DFT methods for several types of non-bonding interactions. These
are hydrogen bonding, charge transfer, dipole interaction, and the weak (dispersion)
interaction. These studies were done using a very large number of functionals along with the
6-31+G(d,p), MG3S74 (a modified version of 6-31+G(3d2f, 2df,2p), and aug-cc-pVTZ basis
sets. To our knowledge, there have been only a limited number of studies concerned with the
accuracy with which DFT methods predict conformational energies.74–76 Lynch, Zhao, and
Truhlar evaluate the conformational energies of several conformer pairs of 1,2-ethandiol and
butadiene. These studies were done using a number of functionals based on the MPW
correlation functional along with several basis sets. There have been a number of studies carried
out to evaluate the accuracy with which DFT methods describe reaction barrier heights.77–
81 In a recent study, Zhao, Gonzáles-García, and Truhlar test the accuracy of a large number
of functionals along with several different basis sets for calculating the barrier heights of 38
hydrogen transfer and 38 non-hydrogen transfer reactions.78

2. Methods
All of the calculations carried out in this study were performed using Gaussian 03 version C.
01.82 The authors were informed that MPWKCIS, MPW1KCIS, PBEKCIS, and PBE1KCIS
functionals were not correctly coded in Gaussian 03 ver. C.01. Therefore, calculations
involving these functionals were re-run using Gaussian 03 ver. D.01. For DFT calculations,
the default numerical grid in Gaussian 03 was used to evaluate the density functional theory
integrals. Geometry optimizations were carried out for each of the functional/basis set
combinations using the default optimization algorithm in Gaussian 03.

Previous studies have used molecular geometries obtained at high levels of theory for the
calculation of molecular properties at lower levels of theory. Because information based on
high levels of theory is not available for large biomolecules, we feel that it is more appropriate
to optimize the molecular geometry using the same basis set and density functional that is being
evaluated for some given molecular property. In this work, most physical properties are
evaluated at the geometric minimum obtained using the same method/basis set combination.
Unfortunately, because of computer time-restrictions, it was not possible to optimize the
molecules from the heat of formation test-set at the aug-cc-pVTZ level. For these calculations,
single point calculations at theTPSS1KCIS/aug-cc-pVDZ optimized geometry, were used to
estimate the heat of-formation.

Ionization potentials and electron affinities were calculated adiabatically. Only basis sets
containing diffuse functions were considered for electron affinity calculations. This was done
because is it well known that diffuse functions are necessary in order to properly treat anions.
Heats of formation were calculated using the method specified in “Thermochemistry in
Gaussian” white paper available at http://www.Gaussian-.com/g_whitepap/thermo.htm.83
Values for ionization potentials and electron affinities were calculated adiabatically. Most
experimental data for heats of formation, ionization potentials, and electron affinities were
obtained from the G2/97 and G3 test set papers, additional experimental data for phosphorus
compounds were obtained from the NIST chemistry WebBook at http://www.nist.gov.84

For the investigations involving the small radical barrier height test set, because of substantial
problems associated with transition state convergence, we have used the geometries determined
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by Lynch and Truhlar at the QCISD/MG3 level for all calculations of this property (see
http://comp.chem.umn.edu/truhlar/).77

For the hydrogen bonding interaction energy calculations the counterpoise method of Boys
and Bernardi is employed in order to account for the basis set superposition error.85 For each
level of theory considered in this work the geometries of the hydrogen bound dimers are fully
optimized on the counterpoise hypersurface, the constituent monomers are also fully optimized.
Because of the difficulties associated with the extraction of the zero-point-exclusive binding
energies from experimental data, we have used binding energies obtained at a very high level
of theory as reference values. These reference values were determined at the CCSD(T) basis
set limit by Tsuzuki and Lüthi.72

Experimental conformational energy reference data were all obtained from reference 86. These
quantities are calculated as potential energy differences, that is, the difference in electronic
energy between the most stable conformer and the least stable one. This is the method employed
in several other studies.87–89

The barrier height reference data for the test set of small radical reactions (SBH) are in the
form of zero point exclusive, Born-Oppenheimer, barrier heights. These barrier heights are
simply calculated as the difference in electronic energy between the transition state and the
reactants. For the large singlet test set (LSBH), the data are all directly from experiment and
so it is necessary to include vibrational effects into the calculation of the barrier heights. These
barrier heights are calculated as the difference in the thermally corrected total enthalpy between
the transition state and the ground state of the reactant(s). For all six reactions in the singlet
set, initial coordinates of the transition states were constructed to have sensible transition state-
like geometries. The transition state optimization method in Gaussian 03 was implemented
using the ts, calcall, and noeigentest keywords. Reaction barrier heights were obtained from
optimized reactant and transition state structures for all functional and basis set combinations.
MP2/aug-ccpVDZ and MP2/aug-cc-pVTZ LSBH reaction calculations were not performed
due to their considerable computational expense.

3. Discussion
3.1 Bond Lengths

The average unsigned bond length errors for the gradient corrected, GGA, hybrid-GGA, meta-
GGA, and hybrid-meta-GGA functionals, with Pople type basis sets are given in Figure 1. HF,
MP2, and LSDA results are given in Table 2. Inspection of these figures reveals that the hybrid-
GGA and hybrid-meta-GGA methods generally yield the lowest bond length errors when
paired with these basis sets. The GGA and meta-GGA functionals both yield similar results
with errors that are slightly greater than those of the hybrid and hybrid-meta functionals.
Among the LSDA functionals, SVWN5 and SPL obtain errors that are comparable to those of
GGA and meta-GGA while c-SVWN5 yields errors that are higher than the other LSDA
methods. Of the GGA functionals, from the meta-GGA class, the VSXC functional yields the
lowest unsigned bond length errors.

Figure 2 gives average unsigned bond length errors for the gradient corrected methods along
with the Dunning type basis sets. It can be seen that, overall, the hybrid-GGA functionals yield
the lowest errors. Meta-GGA functionals and hybrid-meta-GGA functionals perform nearly as
well, followed by the GGA functionals. LSDA methods yield errors that are generally higher
than those of GGA functionals. It should be noted that, for the smallest of the Dunning type
basis sets, cc-pVDZ and aug-cc-pVDZ, the hybrid-GGA and hybrid-meta-GGA methods
generally outperform all other methods by a significant margin. For the larger, cc-pVTZ, cc-
pVQZ, aug-cc-pVTZ, and aug-cc-pVQZ, basis sets the hybrid-GGA, hybrid-meta-GGA, and
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meta-GGA functionals all yield, on average, comparable results. As in the case of the Pople
type basis sets, VSXC yields the lowest bond length errors.

Generally, increasing the basis set size results in smaller bond length errors, the most dramatic
improvements can be seen when the small 3-21G* and 3-21+G* basis sets are compared to the
6-31G* and 6-31+G* basis sets. The addition of diffuse functions to hydrogen atoms in the
6-31++G* makes little difference in the magnitudes of bond length errors. For the Dunning
type bases, the addition of diffuse functions improves accuracy only slightly. It is interesting
to note that for all of the functionals considered here, the bond length errors obtained using the
6-31G* and 6-31+G* basis sets are lower than those obtained using the much more
computationally expensive cc-pVDZ and aug-ccpVDZ basis sets.

One of key feature of the bond length data is that, there is little variation within a particular
functional class for a given basis set. For example, the average unsigned bond length errors
calculated with the hybrid-GGA functionals along with the 6-31G* basis set are all within
0.002Å of one another. This trend is especially evident for the GGA, hybrid-GGA, and meta-
GGA functionals whereas there is quite a bit more variation within the LSDA and hybrid-meta-
GGA class of functionals. Another aspect of this trend is that, typically, the amount of variation
within a particular functional class decreases as the basis set size increases. Individual
functionals that deviate significantly from the other functionals within their class are c-SVWN,
HCTH, B98, VSXC, and BB1K.

For singlets, the hybrid-GGA and hybrid-meta-GGA methods yield the lowest errors when
paired with most basis sets. However, for the TZ bases hybrid-GGA, meta-GGA, and hybrid-
meta-GGA methods yield the best singlet results. For the small Pople type basis sets, 3-21G*
and 3-21+G* the LSDA methods yield results that are slightly better than those of the GGA
functionals. At higher basis sets, the all other density functional classes outperform the LSDA
methods. In terms of radical systems, the hybrid-GGA and hybrid-meta-GGA are the density
functional methods that yield the lowest bond length errors for all basis sets, since the best
results overall are obtained by MP2. For all basis sets, the meta-GGA methods obtain errors
that are higher than those of the hybrid-GGA and hybrid-meta-GGA methods.

For all methods except MP2, single and triple bonds are calculated much more accurately than
double bonds. For all basis sets the LSDA, GGA, and meta-GGA methods tend to yield lower
unsigned errors for triple bonds than for double bonds. Hybrid-GGA and hybrid-meta-GGA
also obtain lower errors for triple bonds (compared to single bonds) when paired with Pople
type and cc-pVDZ/aug-cc-pVDZ basis sets, but give higher errors for triple bonds with the
larger Dunning type basis sets. Hartree-Fock and MP2 generally obtain lower bond length
errors for single bonds than triple bonds.

3.2 Bond Angles
The average unsigned bond angle errors are shown in Figure 3 and Figure 4 and in Table 2.
Generally, the hybrid-GGA and hybrid-meta-GGA methods produce the lowest errors. The
best results among the small basis sets are generally obtained with the hybrid-GGA functionals
along with the 3-21G* basis set. The hybrid-meta-GGA functionals also yield very good results
although there is some of variation within this class. The LSDA methods produce bond angle
errors that are higher than most of the gradient corrected functionals. The addition of diffuse
functions to the basis set results in a significant increase in the average bond angle errors for
these functionals. The SVWN5 and SPL functionals both yield very similar errors while the
c-SVWN5 functional obtains results that are only slightly better than its LSDA counterparts
when paired with the small bases. Overall, the best small basis set results are obtained by the
B1LYP/3-21G* and PBE1PBE/3-21G* methods which both calculate the average unsigned
bond angle error to be 1.36°.
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The larger Pople basis sets, 6-31G*, 6-31+G*, and 6-31++G*, generally produce better bond
angle results for the basis sets containing diffuse functions. The wave function based methods
yield lower errors when paired with the 6-31G* basis set. It should also be noted that the
addition of diffuse functions to hydrogen atoms in the 6-31++G* basis set does not result in
any significant improvement over the 6-31+G* basis. Once again, the hybrid-GGA and hybrid-
meta-GGA methods generally give the lowest unsigned bond angle errors. As in the case of
the small Pople basis sets, there is a great deal of variation in the meta-GGA class of functionals.
LSDA methods all yield similar results when paired with basis sets containing diffuse
functions. However, the c-SVWN5 functional produces errors that are significantly higher than
those of SVWN5 and SPL when paired with the 6-31G* basis set. For 6-31G*, HF generally
outperforms the GGA and meta-GGA methods and yields errors that are higher than those of
all hybrid-GGA and hybrid-meta-GGA methods.

One aspect of the data for the Dunning type basis sets is that the errors obtained with the cc-
pVDZ basis set are much higher than those of all other Dunning basis sets for all methods
considered except Hartree-Fock. In fact, cc-pVDZ is generally outperformed by all other basis
sets, with the exception of 3-21+G*, for all functional methods. The hybrid-GGA and hybrid-
meta-GGA functionals generally yield the lowest unsigned bond angle errors for the Dunning
type basis sets. Generally speaking, increasing the basis set size results in lower unsigned errors,
this trend is especially evident for the GGA and meta-GGA functionals paired with non-diffuse
basis sets. When diffuse functions are added to the cc-pVTZ basis set there is a significant
increase of accuracy for GGA and meta-GGA functionals. For most functionals there is a small
decrease in bond angle error upon addition of diffuse functions to cc-pVQZ. Overall, the lowest
error of 1.11° is obtained by the hybrid-GGA PBE1PBE/aug-cc-pVQZ method. PBEP86 and
MPWP86 are the GGA functionals that typically yield the lowest unsigned bond angle errors,
while HCTH is the least accurate in this class. It should be noted that BLYP exhibits trends
that are quite different than those of other GGA functionals. BLYP/aug-cc-pVDZ yields errors
that are much higher than all other GGA/aug-cc-pVDZ combinations while BLYP/aug-cc-
pVTZ produces errors that are significantly lower than all other GGA/augcc-pVTZ
combinations. LSDA methods all yield similar results with the exception of c-SVWN/cc-
pVDZ. HF performs better when paired with the non-diffuse basis sets and larger Dunning-
type bases generally yield larger errors than the smaller Dunning bases. The unsigned bond
angle errors obtained with MP2 improve with increasing basis set size and with the addition
of diffuse functions to the basis set.

HF, MP2, LSDA, GGA, and meta-GGA methods obtain lower bond angle errors for singlet
states for most Dunning and large Pople type basis sets. By and large, the hybrid-GGA and
hybrid-meta-GGA methods yield lower errors for radicals than for singlets. Most methods
produce better results for radical species when paired with the 3-21+G* basis set. For singlets,
the LSDA functionals produce the lowest unsigned bond angle errors among all functional
based methods when paired with the Dunning type basis sets except cc-pVDZ and with the
6-31+G* and 6-31++G* Pople type basis sets. Hybrid-GGA methods give the lowest errors
among DFT methods for 3-21G* and 6-31G*. In terms of radical species, the hybrid-GGA
methods give the lowest unsigned bond angle errors for all basis sets considered in this work.
Hybrid-meta-GGA methods generally produce errors that are slightly larger than those of
hybrid-GGA functionals.

3.3 Vibrational Frequencies
Figure 5 and Figure 6 show the average unsigned vibrational frequency errors for gradient
corrected DFT methods. Vibrational errors for the LSDA methods as well as HF and MP2 are
given in Table 2. It has been observed previously that frequency errors for MP2 and HF methods
are larger than those of most DFT methods. It is observed in this study that the hybrid-GGA
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and hybrid-meta-GGA functionals, which include a Hartree-Fock like exchange term, are less
accurate than other classes of DFT functionals in predicting harmonic vibrational frequencies.
As expected, HF and MP2 errors are far worse than errors obtained with DFT calculations.
Compared with the GGA, meta-GGA, and LSDA classes of functionals, MP2 errors are higher
by a factor of about two or three, while HF errors are typically about three to five times higher.
The lowest vibrational frequency error obtained by the MP2 method is 113 cm−1 for MP2/aug-
cc-pVDZ while its highest error is 151 cm−1 for MP2/3-21G*. HF errors for vibrational
frequencies range from 203 cm−1, for HF/3-21+G*, to 236 cm−1, for HF/6-31G*.

The inclusion of diffuse functions in the basis set does not greatly affect the ability of the
functionals to predict vibrational frequencies. As shown in the figures, 3-21G* and 3-21+G*
are nearly identical in performance. There is only a small improvement, on the order of 5
cm−1, with the use of the 6-31+G* and 6-31++G* basis sets as opposed to 6-31G*. Augmented
correlation-consistent basis sets do not perform markedly better than their non-diffuse
counterparts for the double-zeta and triple-zeta basis sets.

The three LSDA functionals yield lower average errors than hybrid-meta-GGA and hybrid-
GGA functionals, but they are generally higher than the errors of meta-GGA and GGA
functionals. The SPL and SVWN5 functionals perform slightly better than c-SVWN5, with
SPL performing the best of the three. The 6-31+G* and 6-31++G* basis sets yield the lowest
errors for the SPL functional, around 50 cm-1.

Within the GGA class, there is little variation of performance between functionals with the
exception of HCTH, which yields vibrational frequency errors that are significantly higher than
any of the other functionals. In this class the Dunning style triple-zeta basis sets give the lowest
unsigned vibrational frequency errors. Both the diffuse and non-diffuse variants of this basis
set produce unsigned errors of 40-44cm−1. It is interesting to note that the 6-31+G* and 6-31
++G* basis sets, which are much less computationally expensive than the cc-pVTZ and aug-
cc-pVTZ basis sets, yield errors that are only 5-8 cm−1 higher than these Dunning type basis
sets. 6-31+G* and 6-31++G* also give results that typically outperform the cc-pVDZ and aug-
cc-pVTZ basis sets. Of the 16 functionals in the GGA family, we find that MPWLYP and
MPWP86 perform the best, but their advantage over most of the other functionals is only slight.

B3LYP is the most accurate of the hybrid-GGA class for calculating vibrational frequencies.
B3LYP/cc-pVDZ yields the lowest error in this class at 70 cm−1. PBE1PBE does not perform
as well as the other members of this class. The meta-GGA class also shows some variance
between functionals. VSXC, which is among the best meta-GGA methods for calculating bond
lengths, performs poorly for vibrational frequencies. BB95, MPWB95, MPWKCIS and
PBEKCIS are similar in performance throughout. BB95/augcc-pVTZ and MPWB95/aug-cc-
pVTZ yield the lowest error of the class at 43 cm−1. Finally, the hybrid-meta-GGA group does
not perform as well as most other classes due to its inclusion of the HF exchange. TPSS1KCIS
and MPW1KCIS are the best functionals in this functional class, the cc-pVTZ and aug-cc-
pVTZ basis sets typically give the lowest average errors within this group.

3.4 Electron Affinities
The electron affinity average unsigned errors are shown in Table 3 and in Figure 7, the first of
these gives the results for the HF, MP2, B3P86, and LSDA functional methods, the second
gives all GGA, hybrid-GGA, meta-GGA, and hybrid-meta-GGA functional method results
except for the hybrid-GGA functional B3P86, which yields very poor results. The best overall
result for electron affinities is obtained using the meta-GGA functional MPWB95 along with
the 6-31++G* basis set yielding an average unsigned error of 3.08 kcal/mol. The worst average
unsigned error among the DFT methods is 16.78 kcal/mol and is obtained with the hybrid-
GGA B3P86 functional combined with the 3-21+G* basis set. Among all methods studied in
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this work, the HF/aug-cc-pVTZ method yields the worst result with an average error of 29.63
kcal/mol.

Among all of the functional types considered here, the LSDA methods produce the highest
errors, this is an expected result as these are the least sophisticated functionals and the y lack
gradient dependent terms. It is also interesting to note that results obtained with methods that
incorporate the P86 correlation functional, with the exception of G96P86, are significantly
worse than those obtained using the other functionals within a given class.

Of the three LSDA functionals the best result of 6.25 kcal/mol is obtained with SVWN5/6-31
+G*. Among the GGA functionals the PW91LYP/6-31++G* method yields the lowest average
unsigned error of 3.56 kcal/mol, the PW91LYP/6-31+G*, PBEPW91/6-31++G*, and
PBELYP/6-31++G* functional/basis set combinations all obtain errors lower than 3.60 kcal/
mol. The B98/aug-cc-pVTZ method gives the smallest average error among the hybrid-GGA
functionals of 3.15 kcal/mol. Among the meta-GGA functionals, the MPWB95/6-31++G*
method yields the lowest error with a value of 3.08 kcal/mol, it is also noteworthy that the
MPWB95/6-31+G* functional gives extremely good results with an error value of 3.12 kcal/
mol. The MPW1KCIS/aug-cc-pVTZ method yields an error value of 3.48 kcal/mol, the lowest
error among all hybrid-meta-GGA methods.

The Hartree-Fock method performs very poorly in describing electron affinities. This can be
explained by the fact that, since an anion has one electron more than its neutral counterpart,
correlation effects have a stronger effect on the negatively charged ion than on the neutral
system. Due to the neglect of correlation effects in the Hartree-Fock technique, there is a
pronounced discrepancy in its description of neutral and anionic species.

One salient aspect of these data is that, not surprisingly, the 3-21+G* basis set performs very
poorly compared to the larger basis sets for all functionals. This basis set does, however,
outperform all other basis sets when combined with the Hartree-Fock method and gives results
that are only slightly worse than those obtained with the larger, 6-31+G* and 6-31++G*, basis
sets when combined with the MP2 method. The lowest unsigned error for the very small (and
inexpensive) 3-21+G* basis set is 5.17 kcal/mol as calculated with the BB95 functional.

It is also surprising that, generally, the 6-31+G* and 6-31++G* basis sets obtain results that
are comparable to, or in many cases superior to, the aug-cc-pVDZ and aug-cc-pVTZ results.
As can be seen in Figure 7 and Table 3, the average unsigned errors for the 6-31+G* and 6-31
++G* basis sets are generally lower than those for the aug-cc-pVDZ and aug-cc-pVTZ basis
sets for the LSDA, GGA, and meta-GGA functional classes. This trend is especially
pronounced for the LSDA and GGA functionals, two of the three LSDA functionals obtain
better results when combined with the smaller, Pople 6-31G type, basis sets compared to the
results they obtained when used in conjunction with the larger, Dunning cc-pVXZ type, basis
sets. The Pople type basis sets outperform the Dunning type basis sets for thirteen of the sixteen
GGA functionals. For the hybrid-GGA and hybrid-meta-GGA functionals the Dunning type
basis sets typically outperform the Pople type basis sets by a small margin (≤0.5kcal/mol). The
meta-GGA functionals represent a “mixed bag” in terms of this trend, here the smaller basis
sets outperform the larger ones (not including the 3-21+G* basis set) for four of the seven
functionals studied in this work.

It should be noted that the addition of diffuse functions to hydrogen atoms in the 6-31++G*
basis set does not lead to results that are significantly different than those obtained with the
6-31+G* basis set. It is also interesting to note that the aug-cc-pVTZ basis set generally yields
results that are only slightly better than the aug-cc-pVDZ basis set results.
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3.5 Ionization Potentials
The average ionization potential unsigned errors for each functional/basis set combination are
given in Figure 8 and Figure 9 and in Table 3. Table 3 gives results of HF, MP2, LSDA
functionals, and B3P86 (which yields high errors) for all basis sets. The best result for ionization
potentials is obtained with the hybrid-meta-GGA functional B1B95 combined with the aug-
cc-pVTZ basis set yielding an error of 4.25 kcal/mol. The worst average unsigned error among
the density functional methods is 15.05 kcal/mol and is obtained using the hybrid-GGA
functional B3P86 along with the 3-21+G* basis set. Overall, the largest unsigned error of 26.53
kcal/mol is obtained with the HF/3-21G* method.

Of the three LSDA functionals the best ionization potential unsigned error of 7.46 kcal/mol is
obtained using the SPL/cc-pVDZ method. Among the GGA functionals G96P86/cc-pVTZ
yields the lowest unsigned error of 4.93 kcal/mol, it should also be noted that the PW91PW91/
cc-pVTZ, PBEP86/cc-pVTZ, PBEPW91/aug-cc-pVTZ, and PBEPBE/aug-cc-pVTZ methods
all yield errors lower than 5.00 kcal/mol. The B98/aug-cc-pVTZ method yields an average
unsigned error of 4.65 kcal/mol, the lowest unsigned error among all hybrid-GGA methods.
The functional/basis set combination yielding the best result in the meta-GGA class of
functionals is MPWB95/aug-cc-pVTZ with a calculated value of 4.38 kcal/mol. Among the
hybrid-meta-GGA functionals the lowest average unsigned error is given by the B1B95/aug-
cc-pVTZ method with a value of 4.25 kcal/mol.

As in the case of electron affinities, the Hartree-Fock method does a very poor job in predicting
ionization potentials, this can be explained in the same way as above. The cation has fewer
electrons than the neutral systems and, thus, exhibits less correlation effects. The Hartree-Fock
method’s inability to describe electron correlation will lead to a more accurate prediction for
the electronic energy of the cation as compared to the neutral species.

As one might expect, the small, 3-21G* and 3-21+G*, basis sets typically perform very poorly
in predicting ionization potentials compared to the larger basis sets. Generally the 3-21+G*
basis set predicts average errors that are substantially lower than the 3-21G* basis set. The best
ionization potential result for the 3-21G* basis set is obtained with the hybrid-GGA B3LYP
functional with an average error of 7.33 kcal/mol while the 3-21+G* basis set has an its lowest
average unsigned error of 5.26 kcal/mol when used in conjunction with the meta-GGA BB95
functional.

Inspection of the average unsigned errors for individual functionals in Figure 8 and Figure 9
and in Table 3 reveals that the cc-pVTZ, 6-31+G*, 6-31++G*, aug-cc-pVDZ, and aug-cc-
pVTZ basis sets all yield fairly similar results that are typically superior to the results obtained
with the 3-21G*, 3-21+G*, 6-31G*, and cc-pVDZ basis sets. An exception to this is the LSDA
functionals, for which the 6-31G* and cc-pVDZ basis sets yield the lowest average unsigned
errors. As the Pople type 6-31+G* and 6-31++G* basis sets are computationally much less
expensive to use compared to the larger Dunning correlation consistent basis sets, it is very
promising, in terms of biological applications, that such high quality results can be obtained
using the smaller basis sets. It should be noted that the MPWB95/(6-31+G*, 6-31++G*)
methods (4.53 kcal/mol, 4.50 kcal/mol) outperform all other meta-GGA methods with the
exception of the MPWB95/(cc-pVTZ, aug-ccpVTZ) methods (4.49 kcal/mol, 4.38 kcal/mol).
Similarly, the B1B95/(6-31+G*, 6-31++G*) methods (4.81 kcal/mol, 4.80 kcal/mol) yield
better results than all other hybrid-meta-GGA methods with the exception of B1B95/(aug-cc-
pVDZ, cc-pVTZ, aug-cc-pVTZ) methods (4.64 kcal/mol, 4.53 kcal/mol, 4.25 kcal/mol). For
the 6-31++G* basis set, the best GGA result of 5.07 kcal/mol is obtained with the PBEPW91
functional. The best hybrid-GGA result for Pople type basis sets is 5.05 kcal/mol and is obtained
with the B98/6-31+G* method.
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As with the electron affinities, the addition of diffuse functions to hydrogen atoms in the 6-31
++G* basis set seems to have a negligible effect on the calculation of ionization potentials
compared to the 6-31+G* basis set. There is also only a small difference between the results
obtained with the cc-pVTZ and aug-cc-pVTZ basis sets. There is, however, a marked difference
in the quality of the cc-pVDZ and aug-cc-pVDZ basis set results.

3.6 Heats of Formation
Unsigned errors for the heat of formation (HOF) test set are listed in Figure 10 and Figure 11
along with Table 3. Overall, the combination that gives the lowest unsigned error is PBE1KCIS/
aug-cc-pVTZ at 3.64 kcal/mol. Neglecting errors from the LSDA, MP2, and HF methods, the
overall least accurate combination is PW91P86/6-31G* with an average unsigned error of 51.4
kcal/mol. The MPWLYP/3-21G* method yields an unsigned error of 5.66 kcal/mol which is
the lowest error for the relatively inexpensive 3-21G* and 3-21+G* basis sets.

For the Pople basis sets, the accuracy of HOF calculations is dependent on the size of the basis
set for the hybrid-GGA and meta-hybrid GGA classes of functionals. As shown in Figure 10,
the all of the meta-hybrid GGA functionals and all but one of the hybrid-GGA functionals yield
much higher errors for the 3-21G* and 3-21+G* basis sets than for the 6-31G*, 6-31+G*, and
6-31++G* basis sets while the other functional classes show no such dependency. The use of
diffuse basis sets with GGA and meta-GGA functionals appears to increase the accuracy of
the methods as 3-21+G*, 6-31+G*, and 6-31++G* produce typically lower HOF errors than
their non-diffuse counterparts. The opposite effect is observed when diffuse bases are paired
with hybrid-GGA or hybrid-meta-GGA functionals. The most accurate functional/basis
combination within the set of Pople bases is TPSSKCIS/6-31+G*, yielding an average
unsigned error of 4.76 kcal/mol.

Generally, the hybrid-meta-GGA class of functionals produces the most accurate HOF
calculations. Within this class B1B95/6-31G* yields the most accurate results with a 5.03 kcal/
mol average unsigned error. For all five functionals in this class, the 6-31G* basis is the most
accurate of the Pople type bases. The meta-GGA class of functionals yields errors slightly
larger than those of the hybrid-meta-GGA class, on the whole. Functionals employing the TPSS
exchange perform the best in this class. BB95 also performs well. TPSSTPSS/6-31+G* and
TPSSKCIS/6-31+G* are the most accurate combinations within this functional category,
producing average errors of 4.76 kcal/mol. The 6-31+G* basis yields the lowest error for each
of the functionals in this class. Within the hybrid-GGA class, no functional’s performance is
particularly good. Within the GGA family, the P86 correlation term should be avoided as these
data suggest that it is generally ill-suited for HOF calculations. Four functionals, PBELYP,
MPWLYP, MPWPW91, and MPWPBE perform very well. With the exception of MPWP86,
all functionals containing the MPW exchange perform well. MPWLYP/3-21G* gives the most
accurate results of the entire class with an average unsigned error of 5.66 kcal/mol, which is
remarkable for such an inexpensive method. The accuracy of this method surpasses that of
many of the more expensive methods included in this study. As seen in Figure 10, the 6-31G*
basis generally produces the highest average errors with a few exceptions.

As seen in Figure 11, the Dunning-style correlation-consistent basis sets yield a smaller range
of errors than the Pople-style bases. This may be due to the fact that the cc-pVDZ basis, the
smallest Dunning-style basis used, is still quite large and is more accurate than the 3-21G* and
3-21+G* bases. As discussed previously, enthalpy calculations were preformed at the same
functional/basis combination as the geometry optimization of each molecule, the exception
being aug-cc-pVTZ, for which single point enthalpy calculations were performed at the
TPSS1KCIS/aug-cc-pVDZ geometries. The lowest average error for all Dunning-style bases
is obtained with B3PW91/aug-cc-pVTZ at 3.95 kcal/mol. Within each class of functional there
is a mixture of accurate and inaccurate methods.
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Within the hybrid-meta-GGA class, MPW1KCIS is the most accurate; with the MPW1KCIS/
cc-pVTZ method producing an average error of 3.97 kcal/mol. Augmentation of the bases with
diffuse functions tends to reduce the accuracy of methods in this functional class. Once again,
the meta-GGA functionals prove to be the second most accurate DFT methods for HOF
calculation. On the whole, the TPSSKCIS and TPSS methods produce the best results among
meta-GGA functionals. However, VSXC/aug-cc-pVDZ is the most accurate combination in
the class with an average unsigned error of 3.98 kcal/mol. The use of DZ versus TZ bases does
not seem significant within this class, as the TZ bases produces the largest errors in three of
the seven functionals. The hybrid-GGA class of functionals reveals the same trends with the
Dunning-type bases as with the Pople bases. PBE1PBE is most accurate functional, and
B3PW91/aug-cc-pVTZ produces the lowest error at 3.95 kcal/mol. Within this class, the
expansion of the basis set from DZ to TZ does not enhance the accuracy of the HOF calculations
as the TZ bases produce nearly equivalent errors for all functionals in the set. The behavior of
the GGA class of functionals with the Dunning type basis sets is again similar to that of the
Pople bases. Methods containing the P86 correlation term are again very poor at predicting
heats of formation, while those containing the MPW exchange term are more accurate. BPW91
also performs well compared to the rest of the functionals in this group. The most accurate
method within this class is HCTH/aug-cc-pVDZ, which produces an average error of 6.83 kcal/
mol. Twelve of the sixteen functionals in the class show a decrease in accuracy with the addition
of diffuse functions. Again, there is little difference in values obtained with DZ bases as
opposed to TZ methods, as most functionals show only a slight increase in accuracy when
using the TZ bases instead of the DZ sets.

Of the LSDA methods, c-SVWN5 performs notably well at predicting heats of formation. c-
SVWN5/3-21+G* yields an average unsigned error of 9.44 kcal/mol, the best value in this
group. In terms of heat of formation, c-SVWN5 is 4 to 13 times more accurate than other LSDA
methods. Other LSDA methods do not accurately predict HOF.

3.7 Hydrogen Bonding Interaction Energies
Figure 12 and Figure 13 give the average hydrogen bonding interaction energy unsigned errors
for gradient corrected density functional methods along with Pople and Dunning type basis
sets respectively. Table 4 gives the average unsigned hydrogen bond interaction errors for HF,
MP2, and LSDA functional methods. Overall the best result is obtained with MP2/aug-cc-
pVDZ with an average error of 0.25 kcal/mol. The best result among density functional
methods is 0.31 kcal/mol as obtained by MPWLYP/aug-cc-pVTZ. The largest overall error of
10.26 kcal/mol is obtained by the c-SVWN5/aug-cc-pVDZ method.

Not surprisingly, the small Pople type basis sets, 3-21G* and 3-21+G*, generally yield poor
results in terms of hydrogen bonding. For most functionals, the errors obtained with these small
bases are greater than 2.00 kcal/mol. Some notable examples of small basis methods that
perform fairly well are HCTH/3-21+G* (0.84 kcal/mol), G96LYP/3-21+G* (0.90 kcal/mol),
and MP2/3-21G* (0.85 kcal/mol). The best result for these small basis sets combined with one
of the LSDA methods, which are very computationally inexpensive, is 7.99 kcal/mol as
calculated using c-SVWN5/3-21G*.

As one might expect, the 6-31+G* and 6-31++G* basis sets, which contain diffuse functions,
generally outperform 6-31G* in terms of hydrogen bonding, there are seven methods for which
this is not the case, these are HF, BPW91, G96LYP, G96P86, VSXC, BB95, and B1B95.
Somewhat surprisingly there is typically only a small advantage to using the 6-31++G* basis
set, which incorporates diffuse functions for hydrogen atoms, as compared to the 6-31+G*
basis set.

Riley et al. Page 13

J Chem Theory Comput. Author manuscript; available in PMC 2008 November 10.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



For the large Pople type basis sets, the MP2 method performs very well with average unsigned
binding energies of 0.28 kcal/mol and 0.29 kcal/mol with 6-31++G* and 6-31+G* respectively
(these values represent the second and third best overall results). Hartree-Fock performs fairly
well with these basis sets with a best value of 0.91 kcal/mol when combined with 6-31G*.

The LSDA functionals perform poorly for hydrogen bonding when combined with the large
Pople type basis sets. The SVWN5 and SPL functionals both yield errors greater than 6.00
kcal/mol with these bases. The c-SVWN5 functional, which gives results that are substantially
better than those of the other two LSDA methods, still only yields a best result of 4.85 kcal/
mol (with both the 6-31+G* and 6-31++G* basis sets).

There is a great deal of variation in the hydrogen bonding results obtained with the GGA
functionals. The lowest interaction energy error of 0.46 kcal/mol is obtained with the
MPWPW91 functional combined with both the 6-31+G* and 6-31++G* basis sets. The highest
error of 2.59 kcal/mol is given by PW91P86/6-31G*. Other noteworthy methods in this class
are MPWPBE/(6-31+G*,6-31++G*) (0.47 kcal/mol) and BLYP/6-31++G* (0.55 kcal/mol). It
is interesting to note that, generally, functionals containing the P86 correlation functional
perform poorly while functionals containing the MPW exchange functional perform fairly well
when used along with the large Pople type basis sets. The MPWP86 functional performs
moderately well with an average error of 1.03 kcal/mol for MPWP86/6-31++G*.

For the large Pople type basis sets, the best result among hybrid-GGA methods is 0.33 kcal/
mol as calculated with the B1LYP/6-31++G* method, it should also be noted that this is the
best overall result for these basis sets among density functional methods. B1LYP/6-31+G*
gives a slightly higher average unsigned interaction energy of 0.34 kcal/mol while B3LYP also
performs well with average errors of 0.36 kcal/mol and 0.38 kcal/mol with 6-31+G* and 6-31
++G* respectively.

Among the meta-GGA methods the lowest interaction energy error of 0.42 kcal/mol is obtained
with the TPSS1KCIS/6-31++G* method. The VSXC functional performs very poorly
compared to the other meta-GGA functionals (indeed, it performs poorly compared to most
gradient corrected functionals). It is interesting to note that four of the seven functionals in this
class obtain errors lower than 0.50 kcal/mol when combined with the 6-31+G* and 6-31++G*
basis sets, these functionals are MPWB95, TPSS, MPWKCIS, and TPSSKCIS.

Each of the five hybrid-meta-GGA functionals performs quite well for hydrogen bond
interaction energies when paired with the 6-31+G* and 6-31++G* basis sets, with no method
obtaining average errors larger than 1.00 kcal/mol. The best result in this class is 0.38 kcal/
mol and is given by the MPW1KCIS/6-31++G* method. Other noteworthy methods are BB1K/
6-31+G* (0.40 kcal/mol), BB1K/6-31++G* (0.41 kcal/mol), MPW1KCIS/6-31++G* (0.42
kcal/mol), and TPSS1KCIS/6-31+G* (0.42 kcal/mol).

As in the case of the Pople type basis sets, the Dunning type basis sets that contain diffuse
functions, aug-cc-pVDZ and aug-cc-pVTZ, yield better hydrogen bond interaction energies
than the ones that do not, cc-pVDZ and cc-pVTZ, for a majority of the functionals considered
in this work. Generally speaking the cc-pVTZ functional outperforms the, smaller, cc-pVDZ
basis set for hydrogen bonding, it should be noted that this is not the case for Hartree-Fock or
any of the LSDA functionals. The aug-cc-pVTZ typically outperforms the aug-cc-pVDZ basis
set for LSDA, GGA, and hybrid-GGA functionals while the smaller basis, aug-cc-pVDZ, yields
better results when combined with the meta-GGA and hybrid-meta-GGA functionals.

The Hartree-Fock method yields fairly large errors with the Dunning type basis sets, with the
lowest unsigned error being 1.65 kcal/mol for HF/cc-pVDZ and the highest being 1.77 kcal/
mol for HF/cc-pVTZ. These values are significantly higher than those obtained with the large

Riley et al. Page 14

J Chem Theory Comput. Author manuscript; available in PMC 2008 November 10.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Pople type basis sets. The MP2 method performs very well with most Dunning type basis sets,
MP2/aug-cc-pVDZ produces an average unsigned error of 0.25 kcal/mol, which is the best
value obtained for hydrogen bond interaction energies obtained in this work.

Once again the LSDA functionals perform very poorly compared to the other DFT methods.
Among these methods, the SPL and SVWN5 functionals generally yield results that are almost
identical for all Dunning type basis sets. The c-SVWN5 method yields unsigned errors that are
significantly higher than those of SPL and SVWN5. The best LSDA result of 5.48 kcal is
obtained with SPL/cc-pVDZ. The worst LSDA result is given by c-SVWN5/aug-cc-pVDZ
with a value of 10.26 kcal/mol.

Among the GGA methods, the Dunning type basis sets outperform the large Pople type bases
for nine of the sixteen functionals. The MPWLYP functional performs significantly better than
all other functionals in this class with the best value of 0.31 kcal/mol given by MPWLYP/aug-
cc-pVTZ. The highest unsigned error of 2.78 kcal/mol is obtained with the G96LYP/cc-pVDZ
method. Both functionals containing the G96 correlation functional, G96LYP and G96P86,
give very poor results with errors that are greater than 2.00 kcal/mol for all Dunning type basis
sets.

For the hybrid-GGA methods, four of the six functionals, B1LYP, B3LYP, PBE1PBE, and
B3P86, obtain errors that are between 0.50 kcal/mol and 0.80 kcal/mol, the remaining
functional, B3PW91, does not perform as well, producing errors that are above 1.00 kcal/mol
for all basis sets. For all Dunning type basis sets, the B98 functional produces the best hydrogen
bonding results. The best result within this class is given by the B98/aug-cc-pVDZ method,
with a value of 0.40 kcal/mol.

Among the meta-GGA methods, PBEKCIS stands out as being notably better than all other
functionals. Values of 0.32 kcal/mol and 0.34 kcal/mol are obtained when PBEKCIS is
combined with the aug-cc-pVDZ and aug-cc-pVTZ basis sets respectively, these are the lowest
unsigned errors within this class. The VSXC and BB95 functionals both perform poorly.

Within the hybrid-meta-GGA class of functionals, PBE1KCIS yields the lowest errors for
hydrogen bonding interaction energies for all Dunning type basis sets. The best result in this
class is obtained with PBE1KCIS/aug-cc-pVDZ with a value of 0.36 kcal/mol. The next best
functional in this class is TPSS1KCIS, whose lowest error is 0.55 kcal/mol at the TPSS1KCIS/
aug-cc-pVDZ level.

3.8 Conformational Energies
The average unsigned conformational energy errors are given in Figure 14 and Figure 15 and
in Table 4. There are great differences in the conformational energies of the systems considered
here, for example the experimental difference in energy between the orthogonal and planar
conformers of ethylene is 65.0 kcal/mol whereas the experimental value for the conformational
energy for the anti and eclipsed forms of methanol is 1.1 kcal/mol. For this reason, the
conformational energies are reported in percent error, that is

Overall, the best result of 6.8% is obtained with the MP2/aug-cc-pVDZ method. The best result
among density functional methods is 7.9% as calculated using MPWB95/cc-pVTZ. The worst
conformational energy error is that of VSXC/3-21G* with a value of 81.9%.

As seen in Figure 14 and Table 4, the small Pople type basis sets, 3-21G* and 3-21+G*, give
conformational energy errors that are typically much greater than those of the larger Pople type
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basis sets, 6-31G*, 6-31+G*, and 6-31++G*. Generally, 3-21+G* outperforms 3-21G*, there
are several exceptions to this rule in the hybrid-GGA and hybrid-meta-GGA classes of
functionals, also 3-21G* yields slightly lower errors than 3-21+G* for the GGA functional
HCTH. For these small basis sets, the LSDA method produces conformational energies that
are significantly worse than those of the gradient corrected density functional methods. The
lowest unsigned error for small Pople type basis sets is obtained with the MP2/3-21+G* method
with a value of 21.7%, for DFT methods the best value of 23.3% is obtained with the PBELYP/
3-21+G* method.

For the Pople type basis sets the best conformational energy results can be found within the
meta-GGA and hybrid-meta-GGA functional classes. The best overall result of 12.2% is
obtained with the, hybrid-meta-GGA, B1B95/6-31++G* method. It should be noted that
although the BB1K and B1B95 methods perform very well, the remaining three functionals in
the hybrid-meta-GGA class, MPW1KCIS, PBE1KCIS, and TPSS1KCIS, yield errors that are
about two to four percent higher. Within the meta-GGA group of functionals, BB95, MPWB95,
and TPSS all yield very low conformational energy errors. The lowest unsigned error in this
class is produced by the MPWB95/6-31++G* method with a value of 12.4%. Among the
hybrid-GGA functionals, B98 obtains errors that are about one percent lower than those of the
next best functional, B3P86. The lowest error in this class is obtained at the B98/6-31++G*
level with an average unsigned error of 14.2%. Two GGA functionals, PBEP86 and PW91P86,
produce the best results within their class, both yield an error value of 14.0% when paired with
the 6-31++G* basis set. Among the LSDA functionals, SPL and SVNWV both yield the same
error values of 15.6% and 15.5% when paired with the 6-31+G* and 6-31++G* bases
respectively. Hartree-Fock generates errors that are significantly higher than those obtained by
most DFT methods, the best error value of 22.1% is obtained with 6-31+G*. The MP2 method
obtains errors of 15.5% when paired with 6-31++G* and 16.8% with the 6-31+G* basis set.

The basis sets that include diffuse functions, 6-31+G* and 6-31++G*, generally give unsigned
errors that are substantially lower than those obtained using the 6-31G* basis function. It is
also interesting to note that 6-31++G* outperforms 6-31+G* for most of the functionals
considered here.

Figure 15 and Table 4 give the conformational energy unsigned errors for the Dunning type
basis sets. Here it can be seen that there is no class of functional that stands out as being
substantially more accurate than another. Some of the lowest unsigned errors are obtained with
BB1K and B1B95 (hybrid-meta-GGA), BB95 and MPWB95 (meta-GGA), and with PBEP86
and PW91P86 (GGA). The B98 functional produces the best hybrid-GGA results, which are
not quite as good as the best results obtained by other DFT methods. It is also interesting to
note that each of the LSDA methods studied here yields results that are competitive with many
of those obtained with the, more sophisticated, gradient corrected techniques. Among all
density functional methods considered in this work, the lowest unsigned error obtained for this
property is 7.9% as calculated using the MPWB95/cc-pVTZ method. Once again, the VSXC
functional (meta-GGA) performs very poorly for describing conformational energies. The MP2
method also yields very good results for all Dunning type basis sets except for cc-pVDZ. The
best overall conformational energy result obtained in this study is 6.8% and is given by the
MP2/aug-cc-pVDZ method. Hartree-Fock produces errors that are significantly higher than
those of most DFT techniques.

Among the Dunning type basis sets, aug-cc-pVDZ and cc-pVTZ tend to yield the lowest errors.
The aug-cc-pVDZ basis set gives the best results for all of the hybrid-GGA functionals, all of
the LSDA functionals, and for all of the hybrid-meta-GGA functionals except MPW1KCIS.
The cc-pVTZ basis set yields the lowest unsigned errors for all of the GGA functionals and
for all of the meta-GGA functionals except VSXC and MPWKCIS. The cc-pVDZ basis set
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produces the largest errors among Dunning type basis sets for each of the computational
techniques employed in this study with the exception of VSXC.

3.9 Barrier Heights
a. Barrier heights for reactions of small systems with radical transition states
(SRBH)—Figure 16 and Figure 17 give the average unsigned barrier height errors of the SRBH
systems for gradient corrected functionals along with the Pople and Dunning type basis sets
respectively. Table 4 gives the SRBH barrier height errors for the HF, MP2, and LSDA
functional methods along with all basis sets considered in this work. Overall the best result is
obtained with the BB1K/aug-cc-pVTZ method with an average unsigned error of 1.05 kcal/
mol. The highest error, 21.95 kcal/mol, is produced with the SVWN5/3-21G* functional/basis
combination. Again we would like to point out that these barrier heights are based on single
point calculations at geometries determined at the QCISD/MG3 level of theory.

Inspection of these data reveals that the DFT methods that include exact exchange, that is, the
hybrid-GGA and hybrid-meta-GGA methods, generally yield the lowest barrier height errors.
The LSDA methods, which are based solely on the electron density, produce the largest
unsigned errors.

The LSDA, GGA, and meta-GGA perform poorly for SRBH barrier heights. Each of the LSDA
methods produces errors larger than twelve kcal/mol for all basis sets. Of the GGA functionals,
only HCTH yields errors smaller than six kcal/mol. The best result in this class is obtained
with the HCTH/6-31++G* method with an average unsigned error of 4.86 kcal/mol. Among
the meta-GGA methods, only the VSXC functional obtains errors smaller than six kcal/mol.
The smallest error in this class is 4.24 kcal/mol and is given by the VSXC/6-31++G* method.

Among the hybrid-GGA functionals, B1LYP yields the smallest errors for all basis sets, this
functional produces its lowest error of 3.11 kcal/mol when paired with the aug-cc-pVTZ basis
set. It should be noted that B1LYP/6-31++G* gives a slightly higher error of 3.23 kcal/mol.
In the hybrid-meta-GGA class, the BB1K functional stands out as clearly being the best
performer, indeed, for each basis set, this functional produces the best results among all
methods considered in this work. The lowest error in this class is obtained with the BB1K/aug-
cc-pVTZ method with a value of 1.05 kcal/mol. The next best functional for the calculation of
these SRBH barrier heights is B1B95, which produces the second best results among all
methods studied here. The lowest error given by this functional is 2.64 kcal/mol as calculated
using the 6-31G* basis set.

The Hartree-Fock method performs very poorly in describing radical transition state barrier
heights, the lowest unsigned error attained with this technique is 10.78 kcal/mol, with the 3-21
+G* basis set. MP2 yields fairly good results when paired with the Dunning type basis sets
but, when paired with the Pople type basis sets, produces much larger errors. The lowest
unsigned error attained with this method is 2.98 kcal/mol at the MP2/aug-cc-pVDZ level.

b. Barrier heights for reactions of large systems with singlet transition states
(LSBH)—Figure 18 and Figure 19 and Table 4 show the reaction barrier heights for the six
reactions listed in the LSBH test set. Transition state barrier heights in this study are calculated
as the difference between temperature-corrected total enthalpy of the transition state and that
of the reactants. All structures have been fully optimized at each functional/basis set
combination. The values listed in the following tables are average values of the error in
transition state barrier height over all six reactions considered. These reactions include: 1)
Diels-Alder reaction of butadiene and ethene forming cyclohexene 2) Cope rearrangement of
1,5 hexadiene 3) Claisen rearrangement of allyl vinyl ether to pentenal 4) the electro-cyclic
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rearrangement of cyclobutene to butadiene 5) 1,5-sigmatropic shift of 2,4 pentanedione and 6)
the 1,5-sigmatropic shift of 1,3-pentadiene.

Overall, the functional that provides the lowest average error over all six reactions for both
Pople and Dunning basis sets is B1LYP. The average error for this functional is 2.63 kcal/mol
for the 6-31++G* basis and 2.58 kcal/mol for the aug-cc-pVTZ basis. Generally, a marked
improvement in accuracy is observed between basis sets for each functional. The 3-21G* and
3-21+G* are less accurate than the larger Pople-type bases by 3-4 kcal/mol, while the triple-
zeta Dunning-style basis sets are more accurate than their double-zeta counterparts by nearly .
5 kcal/mol. The hybrid-GGA and hybrid-meta GGA functional classes perform markedly better
for predicting barrier heights than the LSDA, GGA, and meta-GGA classes. This result
indicates a trend that is the opposite of that observed for frequency calculations, for which
functionals that include the Hartree-Fock exact exchange perform worse than those without a
DFT “exact exchange” term. Since frequency calculations must be performed for transition
state optimizations this result is somewhat surprising. Moreover, on it’s own, the HF method
is more accurate than most DFT methods at predicting barrier heights when the 3-21G* and
3-21+G* basis sets are used. MP2 also performs well with the lower basis sets. In fact, for HF,
basis sets larger than 3-21G* produce errors nearly twice as large as those given by the smallest
bases.

Among the LSDA functionals, c- SVWN5 functional gives the greatest accuracy, while SPL
is slightly less accurate. The average barrier height error for c-SVWN5/cc-pVDZ is 11.22 kcal/
mol. Typically average errors within the LSDA class are near 12 kcal/mol except for the lower
Pople style basis sets, which returned errors from 18–20 kcal/mol for the SPL and SVWN5
functionals.

Within the GGA class, most functionals yield similar results, while the HCTH functional
clearly returning the most accurate results. As mentioned, the accuracy of the barrier height
calculations is highly basis set dependent for the Pople-type basis sets. HCTH/6-31+G* and
HCTH/6-31++G* both yield an average error of 4.15 kcal/mol over all six reactions, while
HCTH/cc-pVTZ produced an average error of 4.05 kcal/mol. For the class as a whole, errors
for the 3-21G* and 3-21+G* average 9-13 kcal/mol while errors for the larger Pople bases
average 6-8 kcal/mol. The Dunning basis sets provide accuracy equivalent to the high level
Pople sets. Similar results are obtained by the meta-GGA class, in which VSXC is by far the
most accurate. Once again the lower Pople basis sets yield average errors of 8-11 kcal/mol,
while the larger Pople sets and the correlation-consistent sets give average errors of 7-8 kcal/
mol. The VSXC functional consistently yields lower errors than the other functionals in this
class.

Hybrid-GGA methods perform better than either the GGA or meta-GGA methods, with B1LYP
proving to be the most accurate functional tested. Again a large dependence on the basis is
observed with the Pople-type basis sets as the larger basis sets are much more accurate than
3-21G* and 3-21+G*. TZ Dunning-type sets are slightly more accurate than the DZ sets.
B1LYP/6-31++G* and B1LYP/aug-cc-pVTZ are the most accurate functional/basis
combinations in the entire test set, producing average errors of 2.63 and 2.58 kcal/mol,
respectively. B3LYP also provides very accurate calculations for the barrier height test set. On
the whole, the hybrid-GGA and hybrid-meta-GGA classes provide similar accuracy. Of the
hybrid-meta-GGA class, BB1K yields the lowest average errors with the Pople-type bases,
while B1B95 performs better when the Dunning-style sets are employed.
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4. Conclusions
In terms of geometric parameters hybrid-GGA and hybrid-meta-GGA generally yield the best
results for both bond lengths and bond angles. The LSDA functionals generally do not perform
as well as the more sophisticated functionals. The choice of basis set has a large impact on the
quality of calculated geometric parameters. In terms of bond lengths, the large Pople type basis
sets, 6-31G*, 6-31+G*, and 6-31++G*, generally perform similarly to or better than the much
larger (and more expensive) cc-pVDZ and aug-cc-pVDZ basis sets for all gradient corrected
functionals. For bond angles, the Dunning type basis sets generally yield the best results. The
largest of these bases, augcc-pVQZ, generally obtains the lowest bond angle errors for all DFT
functional classes. The large Pople type basis sets that incorporate diffuse functions typically
yield bond angles that are only slightly less accurate than those obtained with the aug-cc-pVDZ
and cc-pVTZ basis sets. For most functionals, 6-31++G* produces bond angle errors that are
only 0.01° to 0.05° higher than those of aug-cc-pVDZ.

The methods that include DFT “exact exchange” perform very poorly for calculating the
vibrational frequencies of molecules. For large Pople and Dunning type basis sets, these
methods generally yield unsigned frequency errors that are 1.5 to 2 times larger than those
obtained with method that do not include exact exchange. For all basis sets, with the exception
of 3-21G*, the GGA functionals produce the lowest average frequency errors. For LSDA and
GGA functionals, the augmented Pople type basis sets, 6-31+G* and 6-31++G*, typically
produce errors that are slightly lower than those of aug-cc-pVDZ and slightly higher than those
of aug-cc-pVTZ. For all functionals, the Pople-type basis sets yield errors that are comparable
to the errors computed using all Dunning-type basis sets.

For electron affinities there is no strong tendency for one functional class to significantly
outperform another, with the exception of LSDA, which performs very poorly compared to all
other functional groups. It is interesting to note that all functionals containing the P86
correlation functional (GGA and hybrid-GGA) perform very poorly. Functionals incorporating
“exact exchange” tend to yield the smallest errors when combined with larger Dunning-type
basis sets while the other functional groups, LSDA, GGA, and meta-GGA, all obtain the most
accurate results when used in conjunction with the 6-31+G* and 6-31++G* basis sets.

For ionization potentials the best results are obtained with the hybrid-meta-GGA functionals.
It is very promising, in terms of large-scale calculations, that the ionization potential results
obtained with the 6-31+G* and 6-31++G* basis sets are comparable to those obtained using
the much larger Dunning-type basis sets for most functionals. As one might expect, the
inclusion of diffuse functions in the basis set greatly improves the results for this property.

For heats of formation, the meta-GGA and hybrid-meta-GGA classes of DFT functionals
appear to be the most accurate. It is important to note that in all classes except LSDA, one can
find some functional/basis combination that performs well. Overall, the Dunning-style bases
are more accurate than the Pople-type sets, with the cc-PVTZ and aug-cc-pVTZ bases yielding
the lowest average unsigned errors for our 156-molecule heat of formation test set. However,
it should be noted that one can achieve a very high level of accuracy with the MPWLYP/3-21G*
method. This combination produces an average error of only 5.6 kcal/mol, which is only 2
kcal/mol less accurate than the best result obtained within the entire study. Within the GGA
class of functionals, a wide range of accuracies is obtained.

Generally the hybrid-GGA, meta-GGA, and hybrid-meta-GGA functionals yield the best
results for hydrogen bond interaction energies. There is a large amount of variation among the
GGA functionals, with some giving very good results and others performing very poorly. The
MP2 method produces some of the lowest hydrogen bonding interaction energy errors. For
both the large Pople type basis sets and the Dunning type bases the addition of diffuse
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functionals typically produces lower unsigned errors. The inlusion of diffuse functions on
hydrogen atoms in the 6-31++G* basis does not generally increase the performance in terms
of hydrogen bonding interaction energies when compared to the 6-31+G* basis. For the large
Pople and Dunning type bases that include diffuse functions, there is no clear tendency for one
particular basis set to consistently produce the lowest errors within the GGA class of
functionals, for all of the other functional classes the 6-31+G* and 6-31++G* bases generally
give the best results.

In terms of conformational energies, the meta-GGA and hybrid-meta-GGA functionals
produce the lowest average errors. Not surprisingly, the large Pople type basis sets, 6-31G*,
6-31+G*, and 6-31++G*, yield results that are typically about ten percent better than those
obtained using the smaller Pople type bases, 3-21G* and 3-21+G*. For the large Pople type
basis sets there is a slight improvement in the calculated conformational energies when diffuse
functionals are employed. Overall the basis sets that produce the lowest errors are the Dunning
type bases, aug-cc-pVDZ and cc-pVTZ.

One of the most salient aspects of the data concerning the barrier heights of small molecules
with radical transition states (SRBH) is that functionals containing exact exchange terms
generally produce the lowest average barrier height errors. The LSDA methods, which depend
only on the electron density, produce errors that are significantly higher than those of all other
methods considered here. In terms of basis sets, the inclusion of diffuse functions typically
increases the accuracy with which the barrier heights of these reactions can be calculated. The
lowest barrier height errors are generally produced with the 6-31+G*, 6-31++G*, and aug-cc-
pVTZ bases.

As in the case of the SRBH reactions, the barrier heights of larger systems with singlet transition
states (LSBH) are generally better described by functionals that contain exact exchange. The
addition of diffuse functions to the 3-21G*, 6-31G*, and cc-pVTZ basis sets generally results
in a lower unsigned average error, in the case of the cc-pVDZ basis set however, the addition
of diffuse functions typically increases the errors slightly. For the LSBH reactions, the 6-31
+G*, 6-31++G*, and aug-cc-pVTZ basis sets generally produce the lowest errors for most
methods studied in this work.

Here, we will attempt to summarize the results obtained in the entire study and draw some
conclusions concerning the functionals that seem to offer the best compromise in terms of
describing all of the physical properties investigated in this work. As we have generated a
tremendous amount of data in this study, we will limit our discussion by considering only the
results obtained by two popular basis sets, 6-31+G* and aug-cc-pVDZ.

One of the most interesting observations that can be made from the data presented here is that,
for many physical properties, the large Pople-type basis sets (6-31G*, 6-31+G*, and 6-31+
+G*) produce results that are comparable to, or superior to, those given by the much larger
and computationally expensive Dunning-type basis sets. For example, for the B1B95
functional, the 6-31+G* basis set outperforms the aug-cc-pVDZ basis set for bond distances,
heats of formation, hydrogen bond interaction energies, and reactions barrier heights (both
SRBH and LSBH); the average unsigned bond angle error obtained with the smaller basis set
is only 0.034° higher than that of the larger basis and the average unsigned ionization potential
error for 6-31+G* is only 0.28 kcal/mol larger than that of aug-cc-pVDZ. The average unsigned
electron affinity, vibrational frequency and conformational energy errors are larger for 6-31
+G* than for aug-cc-pVDZ.

Table 5 indicates the rankings of the top five functional/basis set combinations overall and the
top three functional/basis set combinations among Pople-type basis sets for each property
considered in this work. In table 5 it can be seen that for each physical property considered
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here, with the exception of conformational energies, the best results obtained with Pople-type
basis sets are comparable to the best results produced by the larger Dunning-type bases.

One of the main goals of this survey is to get a rough estimate of a functional’s performance
in terms of its ability to describe all of the properties considered in this study. In order to
accomplish this goal we compare the average functional ranks and standard deviations for each
of the functionals studied in this work. The average functional rank is given as the mean of a
functional’s rank for all of the properties considered here and the standard deviation was also
calculated.

Table 6 lists the average functional ranks and standard deviations of the fifteen functionals
with the lowest average ranks for the 6-31+G* and aug-cc-pVDZ basis sets. For both basis sets
there are five hybrid-meta-GGA and three meta-GGA functionals represented in the “top
fifteen”. The top fifteen of the 6-31+G* basis also included four hybrid-GGA and three GGA
functionals, while the top performers from the aug-cc-pVDZ set included five hybrid-GGA
and two GGA functionals. In the aug-cc-pVDZ group, each of the “top five” functionals in
terms of average functional rank contains “exact exchange” terms. Whereas the only three of
the “top five” of the 6-31+G* set contain an “exact-exchange” term. Also, for both basis sets,
the only GGA functional to rank in the top ten is MPWPW91/aug-cc-PVDZ.

Table 7 lists the fifteen best functionals for the 6-31+G* basis set along with their unsigned
errors for each of the properties considered in this work, for purposes of comparison, the lowest
and highest unsigned errors for each property are given, as well as the mean unsigned error
averaged over all of the functionals in this study. For the 6-31+G* basis set, the B1B95
functional obtains the lowest average functional rank with a value of 10.7. However, the
standard deviation of this functional is fairly high with a value of 11.9, since the method
performs very well for some properties and relatively poorly for others, as can be seen in Table
7. Other functionals that perform notably well are B98, TPSSTPSS, TPSS1KCIS, and
PBE1PBE; each of these functionals gives reasonably good results for all of the physical
properties here (with the possible exception of vibrational frequencies).

Table 8 lists the fifteen best functionals for the aug-cc-pVDZ basis set along with their unsigned
errors for each of the properties considered in this work in the same manner as was done for
the 6-31+G* basis. For this basis set there are a number of functionals that perform very well
in terms of giving a good description of each of the physical properties in this work. The B98
functional has the lowest average functional ranking with a value of 10.1 (standard deviation
= 8.8). When paired with aug-cc-pVDZ, B98 ranks in the top eleven functionals for all
properties except HOF and vibrational frequency. B98’s predicted heat of formation is in error
by an average of 18.38 kcal/mol. TPSS1KCIS, which ranks as third best with the DZ basis,
predicts HOF very well, but is less accurate for electron affinity, conformational energy, and
vibrational frequency. Other functionals of note are B1B95, PBE1PBE, and B3LYP.
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Figure 1.
Average unsigned bond length errors for GGA, hybrid-GGA, meta-GGA, and hybrid-meta-
GGA functionals along with the Pople type basis sets.
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Figure 2.
Average unsigned bond length errors for GGA, hybrid-GGA, meta-GGA, and hybrid-meta-
GGA functionals along with the Dunning type basis sets.
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Figure 3.
Average unsigned bond angle errors for GGA, hybrid-GGA, meta-GGA, and hybrid-meta-
GGA functionals along with the Pople type basis sets.
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Figure 4.
Average unsigned bond angle errors for GGA, hybrid-GGA, meta-GGA, and hybrid-meta-
GGA functionals along with the Dunning type basis sets.
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Figure 5.
Average unsigned vibrational frequency errors for GGA, hybrid-GGA, meta-GGA, and hybrid-
meta-GGA functionals along with the Pople type basis sets.
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Figure 6.
Average unsigned vibrational frequency errors for GGA, hybrid-GGA, meta-GGA, and hybrid-
meta-GGA functionals along with the Dunning type basis sets.
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Figure 7.
Average unsigned electron affinity errors for GGA, hybrid-GGA, meta-GGA, and hybrid-
meta-GGA functionals.
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Figure 8.
Average unsigned ionization potential errors for GGA, hybrid-GGA, meta-GGA, and hybrid-
meta-GGA functionals with Pople type basis sets.
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Figure 9.
Average unsigned ionization potential errors for GGA, hybrid-GGA, meta-GGA, and hybrid-
meta-GGA functionals with Dunning type basis sets.
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Figure 10.
Average unsigned heat of formation errors for the 5 Pople-style basis sets employed in this
study.
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Figure 11.
Average unsigned heat of formation errors for the Dunning-type correlation-consistent basis
functions used in this work.
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Figure 12.
Average unsigned hydrogen bond interaction energy errors for GGA, hybrid-GGA, meta-
GGA, and hybrid-meta-GGA functionals along with Pople type basis sets.
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Figure 13.
Average unsigned hydrogen bond interaction energy errors for GGA, hybrid-GGA, meta-
GGA, and hybrid-meta-GGA functionals along with Dunning type basis sets.
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Figure 14.
Average unsigned conformational energy errors for GGA, hybrid-GGA, meta-GGA, and
hybrid-meta-GGA functionals along with Pople type basis sets.
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Figure 15.
Average unsigned conformational energy errors for GGA, hybrid-GGA, meta-GGA, and
hybrid-meta-GGA functionals along with Dunning type basis sets.
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Figure 16.
Average unsigned barrier height energy errors for small radical transition state reactions along
with the GGA, hybrid-GGA, meta-GGA, and hybrid-meta-GGA functionals along with Pople
type basis sets.
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Figure 17.
Average unsigned barrier height energy errors for small radical transition state reactions along
with the GGA, hybrid-GGA, meta-GGA, and hybrid-meta-GGA functionals along with
Dunning type basis sets.
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Figure 18.
Average unsigned barrier height energy errors for large singlet transition state reactions along
with the GGA, hybrid-GGA, meta-GGA, and hybrid-meta-GGA functionals along with Pople
type basis sets.
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Figure 19.
Average unsigned barrier height energy errors for large singlet transition state reactions along
with the GGA, hybrid-GGA, meta-GGA, and hybrid-meta-GGA functionals along with
Dunning type basis sets.
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Table 1
The 37 DFT methods and 2 wave function methods used in this work, with appropriate references.

Method Reference Method Reference

HF 90 hybrid-GGA
MP2 91 B1LYP 92–94

B3LYP 93–96
LSDA PBE1PBE 97

SVWN5 98, 99 B3P86 93,100
SPL 98,101 B3PW91 93,101–103

c-SVWN5(0.3) 53,98,99 B98 104
GGA meta-GGA
BLYP 93,94 VSXC 105

BPW91 93,101,102 BB95 93,106
PBELYP 94,97 MPWB95 106,107
PBEP86 97,100 TPSS 108,109

PBEPW91 97,101,102 MPWKCIS 106,110–112
PBEPBE 97 PBEKCIS 97,110–112

PW91LYP 94,101,102 TPSSKCIS 108–112
PW91P86 100–102

PW91PW91 101,102 hybrid-meta-GGA
MPWLYP 94,100,107 BB1K 93,106,113
MPWP86 100,107 B1B95 93,106

MPWPW91 101,102,107 TPSS1KCIS 108–112,114
MPWPBE 97,107 PBE1KCIS 73,97,110–112
G96LYP 94,115 MPW1KCIS 78,92,106,110–112
G96P86 100,115
HCTH 116
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Table 5
Rankings of functional/basis set combinations for none physical properties considered in this work. The first five
functional/basis combinations include none basis sets, while the group of three functionals under each property shows
the highest-ranking methods using the only Pople-type basis sets.

Avg. unsigned error
Rank error
Bond length (Å)

1 VSXC/cc-pVQZ 0.0056
2 VSXC/aug-cc-pVQZ 0.0057
3 VSXC/aug-cc-pVTZ 0.0061
4 VSXC/cc-pVTZ 0.0061
5 TPSS1KCIS/cc-pVTZ 0.0063
1 B1B95/6-31+G* 0.0075
2 B1B95/6-31++G* 0.0075
3 B1B95/6-31G* 0.0078
Bond angle (deg)
1 BLYP/aug-cc-pVTZ 1.07
2 PBE1PBE/aug-cc-pVQZ 1.11
3 B3P86/aug-cc-pVQZ 1.12
4 PBE1PBE/cc-pVQZ 1.12
5 B3P86/aug-cc-pVDZ 1.12
1 PBE1PBE/6-31++G* 1.22
2 PBE1PBE/6-31+G* 1.23
3 TPSSTPSS/6-31++G* 1.23
Frequencies (cm−1)
1 G96LYP/aug-cc-pVTZ 40
2 PW91LYP/cc-pVTZ 40
3 BLYP/aug-cc-pVTZ 40
4 G96LYP/cc-pVTZ 40
5 MPWLYP/cc-pVTZ 40
1 PBEP86/6-31+G* 46
2 PBEP86/6-31++G* 46
3 MPWP86/6-31++G* 46
EA (kcal/mol)
1 MPWB95/6-31++G* 3.08
2 MPWB95/6-31+G* 3.12
3 B98/aug-cc-pVTZ 3.15
4 BB95/6-31++G* 3.35
5 B98/aug-cc-pVDZ 3.42
1 MPWB95/6-31++G* 3.08
2 MPWB95/6-31+G* 3.12
3 BB95/6-31++G* 3.35
IP (kcal/mol)
1 B1B95/aug-cc-pVTZ 4.25
2 MPWB95/aug-cc-pVTZ 4.38
3 MPWB95/cc-pVTZ 4.49
4 MPWB95/6-31++G* 4.50
5 MPWB95/6-31+G* 4.53
1 MPWB95/6-31++G* 4.50
2 MPWB95/6-31+G* 4.53
3 BB95/6-31++G* 4.67
HOF (kcal/mol)
1 B3PW91/aug-cc-pVTZ 3.95
2 MPW1kcis/cc-pVTZ 3.97
3 VSXC/cc-pVTZ 3.99
4 MPW1KCIS/aug-cc-pVTZ 4.10
5 TPSSTPSS/aug-cc-pVTZ 4.73
1 TPSSKCIS/6-31+G* 4.76
2 TPSSTPSS/6-31+G* 4.77
3 B3PW91/6-31G* 4.79
Hydrogen Bond Interaction Energy (kcal/mol)
1 MPWLYP/aug-cc-pVTZ 0.31
2 B1LYP/6-31++G* 0.33
3 MPWLYP/aug-cc-pVDZ 0.33
4 B1LYP/6-31+G* 0.34
5 PBE1KCIS/aug-cc-pVTZ 0.36
1 B1LYP/6-31++G* 0.33
2 B1LYP/6-31+G* 0.34
3 B3LYP/6-31++G* 0.36
Conformational Energy (% error)
1 MPWB95/cc-pVTZ 7.90
2 B1B95/aug-cc-pVDZ 8.10
3 BB1K/aug-cc-pVDZ 8.30
4 PBEP86/cc-pVTZ 8.30
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Avg. unsigned error
Rank error
Bond length (Å)

5 BB95/cc-pVTZ 8.60
1 B1B95/6-31++G* 12.20
2 MPWB95/6-31++G* 12.40
3 B1B95/6-31+G* 12.50
SRBH (kcal/mol)
1 BB1K/aug-cc-pVTZ 1.05
2 BB1K/cc-pVTZ 1.31
3 BB1K/aug-cc-pVDZ 1.69
4 BB1K/6-31+G* 1.95
5 BB1K/6-31++G* 2.58
1 BB1K/6-31+G* 1.95
2 BB1K/6-31++G* 2.58
3 BB1K/6-31G* 2.60
LSBH (kcal/mol)
1 B1LYP/aug-cc-pVTZ 2.575
2 B1LYP/cc-pvTZ 2.591
3 B1LYP/6-31++G* 2.631
4 B1LYP/6-31+G* 2.637
5 B3LYP/aug-cc-pVTZ 3.102
1 B1LYP/6-31++G* 2.631
2 B1LYP/6-31+G* 2.637
3 B1LYP/6-31G* 3.123
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Table 6
Average functional rankings and standard deviations for the “top fifteen” functionals along with 6-31+G* and aug-cc-
pVDZ basis sets.

6-31+G* Avg. Rank Std. Dev.

1 B1B95 10.7 11.9
2 B98 11.9 7.5
3 TPSSKCIS 13.6 8.4
4 TPSSTPSS 13.7 8.4
5 PBE1PBE 13.8 10.9
6 B3LYP 13.9 9.0
6 MPWB95 13.9 11.2
8 TPSS1KCIS 14.0 8.2
9 B3PW91 14.2 9.2
9 BB1K 14.2 12.4

11 MPW1KCIS 14.8 10.5
12 MPWPW91 15.8 5.6
13 PBEPW91 16.6 8.5
14 PBE1KCIS 16.7 9.2
15 MPWPBE 16.8 5.3

aug-cc-pVDZ
1 B98 10.1 8.8
2 B1B95 11.7 12.2
3 TPSS1KCIS 12.0 8.1
4 PBE1PBE 12.2 10.0
5 B3LYP 12.3 9.2
6 PBE1KCIS 12.8 10.9
7 TPSSTPSS 13.3 6.3
8 TPSSKCIS 13.6 7.6
9 B3PW91 13.8 9.0

10 MPWPW91 15.3 5.9
11 MPWPBE 15.7 6.7
12 MPW1KCIS 15.9 9.9
13 BB95 16.2 9.3
13 B1LYP 16.2 13.1
15 BB1K 16.7 13.8
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