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Abstract

Case-control studies of unrelated subjects are now widely used to study the role of genetic
susceptibility and gene-environment interactions in the etiology of complex diseases. Exploiting
an assumption of gene-environment independence, and treating the distribution of the
environmental exposures to be completely nonparametric, Chatterjee and Carroll (2005) recently
developed an efficient retrospective maximum-likelihood method for analysis of case-control
studies. In this article, we develop an extension of the retrospective maximum-likelihood approach
to studies where genetic information may be missing on some study subjects. In particular, special
emphasis is given to haplotype-based studies where missing data arises due to linkage-phase
ambiguity of genotype data. We use a profile likelihood technique and an appropriate EM
algorithm to derive a relatively simple procedure for parameter estimation, with or without a rare
disease assumption, and possibly incorporating information on the marginal probability of the
disease for the underlying population. We also describe two alternative robust approaches that are
less sensitive to the underlying gene-environment independence and Hardy-Weinberg-Equilibrium
assumptions. The performance of the proposed methods are studied using simulation studies in the
context of haplotype-based studies of gene-environment interaction. An application of the
proposed method is illustrated using a case-control study of ovarian cancer designed to study the
interaction between BRCA1/2 mutations and reproductive risk factors in the etiology of ovarian
cancer.
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1 Introduction

Risks of complex diseases, such as cancers, are determined by both genetic and
environmental factors. Advances in human genome research have thus led to epidemiologic
investigations not only of the effects of genes alone, but also of their effects in combination
with environmental exposures. The case-control study design, which has been widely used
in classical questionnaire based epidemiologic studies, is now being increasingly used to
study the role of genes and gene-environment interactions in the etiology of complex
diseases.
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Executive Blvd, EPS 8038 Rockville MD 20852, chattern@mail.nih.gov.
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The traditional approach for analysis of case-control studies is prospective logistic
regression. Here the basis of inference is formed by the likelihood of the disease (D)
outcome data conditional on covariate information (X) ignoring the fact that under the case-
control sampling design data are observed on X conditional on D. Andersen (1970) and
Prentice and Pyke (1979) showed that such a prospective approach is actually equivalent to
the retrospective maximum likelihood analysis that properly accounts for the case-control
sampling design, provided that the distribution of the covariates are treated completely
nonparametrically. Roeder et al. (1996) generalized these results to show that even in the
presence of covariate missing data or/and measurement error, the prospective and
retrospective maximum-likelihood methods for analyzing case-control studies are equivalent
as long as the underlying model for the covariate distribution is nonparametric.

In studies of genetic epidemiology, it often may be reasonable to assume certain parametric
or semi-parametric models for the covariate distribution in the underlying source population.
For example, if G represents one of the three possible genotypes a subject can have at a
particular bi-allelic locus, the population frequencies of the three genotypes could be
specified in terms of the allele frequency of one of the alleles under the Hardy-Weinberg
Equilibrium (HWE) assumption. Another assumption that is commonly invoked in practice
is that genetic susceptibility and environmental exposures are independently distributed in
the population. The prospective logistic regression analysis, being the semiparametric
maximum likelihood solution for the problem that allows an arbitrary covariate distribution,
clearly remains a valid option for analyzing case-control studies in such setting. However,
retrospective methods that can exploit these various covariate distributional assumptions can
be more efficient (Epstein and Satten, 2003; Satten and Epstein, 2004; Chatterjee and
Carroll, 2005).

Chatterjee and Carroll (2005) developed a retrospective maximum-likelihood approach for
analysis of case-control studies exploiting the gene-environment independence and possibly
the HWE assumption. In this article, we extend this approach for dealing with missing data
on genetic risk factors (G). Missing data on genetic factors could arise due to incomplete
genotyping information. Moreover, in haplotype-based studies, where the effect of a gene is
studied in terms of ‘haplotypes’, the combination of alleles at multiple loci along individual
chromosome, missing data arises due to intrinsic “phase ambiguity” of the locus-specific
genotype data. For example, if A/a and B/b denote the major/minor alleles in two bi-allelic
loci, then subjects with genotypes (Aa) and (Bb) at the first and the second locus,
respectively, are considered “phase ambiguous”: their genotypes could arise from either the
haplotype-pair (A-B,a-b) or the haplotype-pair (A-b, a-B).

As haplotype-based association studies are becoming increasingly popular, a number of
researchers have developed methods for logistic regression analysis of case-control studies
in the presence of phase ambiguity. Zhao et al. (2003) described an estimating-equation
approach where the logistic regression parameters are estimated based on score-equations
derived from a prospective likelihood of the disease outcome data given covariates. The
estimates of the haplotype frequencies, which are required for evaluation of the prospective
score-equations, were proposed to be estimated using an EM algorithm (Excoffier and
Slatkin, 1995) applied to the genotype data of the controls. Lake et al (2003) described a
similar prospective approach, except that they proposed estimating the haplotype-
frequencies jointly with the regression parameters from the prospective likelihood itself.
Incorporation of environmental factors is straightforward in these approaches under the
assumption of gene-environment independence.

Epstein and Satten (2003) described an alternative approach for haplotype-based analysis of
case-control studies that jointly estimates the regression parameters and haplotype-
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frequencies by maximizing the proper retrospective likelihood of the data under the case-
control sampling design. The authors observed that the retrospective likelihood approach
yielded more efficient estimates of the regression parameters than the previously proposed
prospective methods, a consequence of the fact that the former approach fully exploited the
HWE assumption for the underlying population. Incorporation of environmental factors,
however, is complicated in this approach because the retrospective likelihood involves
potentially high dimensional nuisance parameters that specify the distribution of the
environmental factors in the underlying population. Stram et al (2003) described yet another
approach based on the joint likelihood of the disease and genotype data, after accounting for
the ascertainment scheme that cases and control are selected with differential probabilities
from the underlying population. We will show later that an extension of this ascertainment-
corrected-joint-likelihood method, which can incorporate environmental covariates, is
equivalent to the retrospective-maximum likelihood method we propose in this article.

In this article, we extend the profile likelihood approach of Chatterjee and Carroll (2005) to
develop a relatively simple algorithm for obtaining the efficient retrospective maximum-
likelihood estimator for case-control studies that can incorporate both genetic and
environmental factors and can account for the presence of missing data in the genetic
factors. In Section 2, we first describe the key results for derivation of the profile likelihood
and related asymptotic theory in a general missing data setting. In Section 3.1 we describe a
representation of the profile likelihood that links the retrospective-maximum-likelihood
procedure to the ascertainment-corrected joint likelihood approach of Stram et al. (2003). In
Sections 3.2-3.3, we describe a computational algorithm for implementation of the profile
likelihood method in the context of haplotype-based gene-environment interaction studies.
Further simplification of the proposed methodologies under the rare disease assumption is
also described.

In Section 3.4, we describe extension of the methods to account for possible correlation
between genetic and environmental factors that may arise due to their dependence on other
common factors, such as ethnicity. In Section 3.5, we describe a modified prospective
estimating equation approach that is fairly robust to violation of the gene-environment
independence and HWE assumptions. We discuss how this latter approach contrasts with
some of the recently proposed “prospective” method that could be inconsistent under the
case-control design, even if the true haplotype-frequencies were known and the model
assumptions were valid. In Section 4, we study the performance of the proposed estimators
using simulated data in the context of gene-environment interaction studies involving
haplotypes. In Section 5, we illustrate the application of the proposed method based on a
case-control study of ovarian cancer aiming to study the interaction of reproductive risk
factors and BRCAL/2 mutation.

2 Methods: The General Setting

2.1 Notations and model assumptions

Let D be the binary indicator of the presence, D = 1, or the absence, D = 0, of a disease.
Suppose the prospective risk model for the disease given a subject’s genetic covariate of
interest, H, and environmental risk factors, X, is given by the logistic regression model pr(D
= 1|H, X) = £{Bo + m(H, X; f1)} is the logistic, where &,(u) = {1 + exp(—u)} 1 distribution
function and m(-) is a known but arbitrary function. We assume H and X are independently
distributed in the underlying population and their joint distribution is given by the product
form V (H, X) = Q(H)F(X), where Q and F are the marginal distribution functions of H and
X, respectively. We assume H is discrete with pr(H = H;) = q(Hj; 6) where q(') is a known
function and 6 is a vector of parameters. The environmental covariates X can be of arbitrary
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type, possibly including both continuous and discrete components. The corresponding
distribution F(x) is left completely unspecified.

Suppose that the true genetic covariate of interest, H, may not be always directly observed.
Let G denote all the genetic information for a subject that is directly observed. We assume
that G is independent of (D, X) given H, i.e., G does not contain any additional information
on D and X given H. Let A be a variable whose values indicate what sort of genetic
information is measured in G. For example, in a haplotype-based study, we could have

1 ifno genetic information is measured;
A=< 2 ifunphased genotypes are measured;
3 if phased haplotypes are measured.

Suppose that Ng controls and Nq cases are sampled from the conditional distributions pr(A,

G, X|D = 1) and pr(A, G, X|D = 0), respectively, and let (Gz,Xz)ﬁTN' denote the
corresponding covariate data of the Ng + N1 study subjects. We assume pr(A|D, X, H) =
pr(AID, X, G), i.e., the type of genetic information measured does not depend upon the
individual’s true genetic covariate (H) given the disease status (D), environmental covariates
(X) and the measured genetic information (G).

Define # to be the set of all possible values of H and #/¢ = {hj:hj is consistent with G} to
be the set of all possible values of H that are consistent with the observable genetic
information G. Then,

pr(DIX,G)= Y. pr(DIX, H=h, G)pr(H=h|X,G)

lze‘HG
= 3 pHDIX, H=h)pr(H=h|G)= 3, PLLAHIglh)
heH,, neHy Zyf oy 10

The log-likelihood of the data under the case-control sampling scheme assuming the above
model is given by

No+N; No+Ny

L= " log{pr(G;, XiDi)}= )" log {pr(DilGi, X)pr(Gpr(X,)/pr(Dy)}
i=1 i=1 (1

where

pr(D,~):f_r Z pr(D;|X=x, H=h)pr(H=h)dF (x).
heH

2.2 Identifiability

In a nonparametric setting, where no assumption is made about the form of the covariate
distribution V (h, x), it is well known that neither V (-) nor the intercept parameter £ is
identifiable from case-control data (Prentice and Pyke, 1979). In contrast, under the
assumption of gene-environment independence, Chatterjee and Carroll (2005) noted that
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except for some boundary situations, the intercept parameter Sy and the covariate
distribution V () are identifiable from the retrospective case-control likelihood. In general,
the identifiability of g is intrinsically related to the class of V () that is under consideration.

In the presence of missing data on H, the identifiability of the parameter estimates also
depends on the nature of missing data and the form of the functions m(H, X, ;) and q(H, 9).
In haplotype-based studies, for example, where H reflects the pair of haplotypes (diplotypes)
a subject carries in two homologous chromosomes, certain diplotypes may never be directly
observable from the unphased genotype data. In such a situation, identifiability of parameter
estimates requires specifying the distribution q(H, ) using the HWE assumption (see
Section 3) and restricting the model m(H, E, 1) so that it does not involve interaction
between pairs of haplotypes which are never directly observed together. For the subsequent
calculations, we will assume that depending on the missing data structure of H, the model
q(H; 6) and m(H, X, $1) are chosen in such a way that all of the parameters g, 1, 6 and the
nonparametric distribution function F(x) are identifiable from prospective studies. In what
follows, we state easily verifiable conditions for identifiability of parameters of a
prospective model from retrospective studies.

We will assume X to be discrete with K possible values. Although the results we state below
can be expected to hold for continuous X, a rigorous proof would require a more
sophisticated argument. Let q(G) and f(X) denote the marginal probability mass functions for
G and X in the underlying population. Further define

pr(D=1|G, X)pr(D=0/Go, Xo)

G, X)=lo
AG X)=log L D=01G. X)pr(D=1/Go, Xo)

to be the log-odds-ratio of the disease associated with the joint-exposure (G, X) in reference
to a chosen baseline value (Gg, Xp) and let a = logit{pr(D = 1|Gg, Xg)}, so that a is the
corresponding baseline odds of the disease. With slight abuse of notation, let f, g and ¢
denote the vectors that contain the values of f(X), g(G) and ¢(G, X), respectively, for distinct
values of X and G. We note that the parameter vector #= (a, o', yT, fT)T completely
characterizes the joint distribution pr(D, G, X). It is clear that ¢ is identifiable from
retrospective studies because prospective and retrospective odds-ratios are equivalent. In the
following Lemma, we state conditions under which the other components of #are
identifiable from retrospective studies.

Lemma 1—Define ¢ = a + log[{N1prg(D = 0)}{Noprgs(D = 1)}]. Let By C 8 be the
subspace for the parameter vector ## that satisfies the constraint

[ 1+expie’ +o(G, X[ 1+exp{a+@(G, X)I1 ™' ¢(G) fF(X) — G f W)
o[ 1+explar+e(g, O] 1+expla+e(g, x)H ' q(g) f(x) ©)

for some probability mass functions q"(G) and f*(X). Then, for all #¢& 8o,

pry(X=x, G=g|D=d)=pry,(E=e, G=g|D=d)
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if and only if #= ##". Moreover, if the model q(H; 6) and m(H, X, 1) are chosen in such a
way that y = (o, f1, 6) are uniquely identifiable from the prospective-likelihood pr(D, G, X),
then for all y Ty = {y: ¥(y) € Op},

pr,(X=x, G=g|D=d)=pr,,(E=e, G=g|D=d)

if and only if y = y*

Lemma 1 first ensures the conditions under which the joint distribution pr(D, G, X) of the
observable variables (D, G, X) can be nonparametrically identified from retrospective
studies. Further, it states the condition under which the parameters fg, f1, 6, that
characterizes the joint distribution pr(D, H, X) involving the potentially unobservable
variable H, can be identified from the retrospective studies. The proof of our Lemma 1
follows from Lemma 1 of Roeder, et al (1996), which states that the V*(G, X) is the only
distribution of (G, X) that can yield the same value of the retrospective-likelihood as the true
distribution V (G, X) = q(G)f(X). Now, for #¢& 8o, V*(G, X) lies outside the model-space
under consideration that assumes G and X are independent. Thus, for ¥ & &g, the
retrospective-likelihood uniquely identifies the joint distribution V (G, X), which together
with the odds-ratio parameters ¢(G, X) further identifies the intercept parameter o.

Consider the hypothetical population 7” that could be obtained by sampling each subject
from the original population P according to a Bernoulli sampling with the selection
probability for the cases and controls being proportional to N1/pr(D = 1) and Ng/pr(D = 1). A
case-control sample from the population P can be viewed as a random sample from the
population P*. Moreover, with some algebra it can be seen that V*(G, X) represents the
distribution of (G, X) for the selected population ?”. Thus the constraint (2) can be checked
in the data by testing for independence of G and X in the combined case-control sample. The
boundary condition (2) implies that if G and X are assumed to be independently distributed
in the underlying population, then the departure of the distribution of (G, X) in the case-
control sample from independence is informative for estimation of V (G, X) and «. Similarly,
if certain parametric models, such as HWE, are assumed to hold for q(G) in the underlying
population, then the departure of the distribution of G in the case-control sample from the
assumed parametric models is informative for estimation of g(G) and a.

2.3 Estimation

Now we consider maximization of L with respect to the underlying parameters of the

model S, £1, 6, and the nonparametric distribution function F(x). We consider the restricted
nonparametric maximum likelihood estimator of F that allows positive masses only within
the set & = {Xq, ..., Xk} that represents the unique values of X that are observed in the case-
control sample of N = Ng + Nq study subjects. Thus, for obtaining the maximum likelihood
estimator it is sufficient to consider the class of discrete F that have support points within
the set &'. Any F in this class can be parameterized with respect to the probability masses
{01, ..., ok} that it assigns to the points {xy, ..., Xk}

Since the dimension of ¢ could easily becomes very large when X consists of multiple
covariates, possibly including continuous ones, direct maximization of the log-likelihood
with respect to (8o, f1, 6, o) may be complex or even infeasible. Following Chatterjee and
Carroll (2005) we consider deriving the profile likelihood for the lower dimensional
parameters y = (B, f1, ) by maximizing the likelihood with respect to ¢ for fixed values of
y. The result in the following lemma shows that the profile likelihood L{y, 5(y)} can be
obtained in a closed form up to only one additional parameter x and thus numeric
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maximization of the likelihood L(y, o) with respect to the potentially high-dimensional
nuisance parameter ¢ can be avoided.

Lemma 2—Let x = Sp+log[{N1pr(D = 0)}/{Ngpr(D = 1)}], @ = (y, x¥) and S(D, X, H, Q) =
q(H, 8) exp[D{x + m(X, H, S)}/[L + exp{Bo + m(X, H, 51)}]. The profile loglikelihood L{y,
(y)} can be computed as L*{y, x(y)} where

N 1
L'(y.0)=) [logl Y S(DiXihj, Q) —log( > > S(d. X hj, )]

i=1 hieH,, d=0h,eH 3

and x(y) is defined by the solution of the equation aL"(x, y)/8k = 0 for fixed y.
The proof of the Lemma is given in the Appendix.

In the above approach, for rare diseases, the estimate of the parameter f; itself can be
expected to be imprecise because of intrinsic noninformativeness of the retrospective
likelihood. Much more precise estimation of Sy is possible when the marginal probability of
the disease, pr(D = 1) = p4, for the underlying population is known, which is often the case
for case-control studies conducted within a well defined population or an established cohort.
In this case, we observe that x and Sy are uniquely determined from each other based on the
formula

Ny Pi
k=foy+log— — log .
Fo "No “1-p )

Thus the profile-likelihood can be defined in terms of the reduced set of parameters Q = (5,
S, 0). Hereafter, we will use the generic notation  so that our results are valid for both the
cases of pr(D = 1) being known and pr(D = 1) being unknown, with the convention that Q =
(Bo, A1, 0) in the former case and Q = (B, «, f1, 0) in the latter case.

« N
The score function is given by 5L*(Q)/6Q=Zi:]‘P(Di, Xi, Gi, €) where

Z/,E«HGi SaDi, Xi,h, Q) 3,40, 2,,‘/{,159(61, Xi, hj, Q)
S, SO X D) 01X, 5@, Xi by, Q)

Y(D;, Xi, Gi, Q)=

and Sq(Dj, X, H, Q) = 85¢(Di, X, H, Q)/8Q. Further define | = —N"1IE{&L*(Q)/aQaQT},
with the expectation being taken under the case-control sampling design. Let

1
A=Z(N4/N)E{‘I’(A, D.X,G,Q)|D=d)[E{¥(A,D,X,G,Q)\D=d)]".
d=0

In the following lemma we state the main asymptotic result, which in turn is used to obtain
estimates of the asymptotic variance-covariance matrix of the parameter estimates.
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Theorem 1—Under suitable regularity conditions, the following results hold:

i . N
The estimating equations OL"/0Q = Z’.:]‘P(Aiv D, Xi, Gi, £)=0 have a unique,
consistent sequence of solutions, {QN n>1:

ii. Moreover, N2 (OGN — Q) — Normal(0, X) in distribution, with £ = 171 — 71A17L,

3 Haplotype-Based Gene-Environment Studies

3.1 Background, Notation and Model

For haplotype-based studies, the underlying genetic factor (H) of interest for a subject is
defined by “diplotypes”, that is, the two haplotypes the individual carries in his/her pair of
homologous chromosomes, where each “haplotype” is the combination of alleles at the loci
of interest along an individual chromosome within the genomic region of interest. We
denote the diplotype data for subject by H4 = (H;, H,) where H; and H, denote the
constituent haplotypes. The diplotype data however, is not directly observable using
standard PCR methods. Instead, for each subject, the multi-locus genotype data G is
observed, which contain information on the pair of alleles the subject carries on the pair of
homologous chromosomes at each locus, but does not provide the “phase information”, that
is which combination of alleles appears along each of the individual chromosomes. Thus,

the same genotype data G could be consistent with multiple diplotypes. We will denote ‘H(‘f
to be the set of all possible diplotypes that are consistent with the genotype data G. We
observe that for subjects who carry two copies of the same allele (homozygous genotype) at
all loci or all but one locus, the diplotype information is uniquely identifiable. It is for the
subjects who are heterozygous at two or more loci that the phase remains ambiguous.

Given the diplotype data HY and environmental covariate X, we assume the risk of the
disease is given by the logistic regression model

logit{pr(D=1|H", X)}=Bo+m(H%, X:B).

Often, one imposes structural assumptions on the risk associated with H4 by modelling its
effect through the constituent haplotypes according to a dominant, additive or recessive
model (Wallenstein, Hodge, and Weston, 1998). Such modelling may be necessary due to
identifiability considerations (Epstein and Satten, 2003). Such modelling may also be
desirable when the effects of the haplotypes themselves are of direct scientific interest. For
example, a logistic regression model which assumes an additive effect for each copy of a
haplotype (additive model) corresponds to

m {H=(hy, o), X:B1 | =B X+Bh +Br B, 1 X+B,,. X,
where fy is the main effect of X, By, is the main effects of haplotypes h;, i =1, 2 and fy;x is

the interaction effect of X with haplotype h;, i =1, 2.

We assume that H9 is independent of X in the population. Moreover, we assume that the
distribution of the diplotypes is specified by the Hardy-Weinberg-Equilibrium (HWE)

Genet Epidemiol. Author manuscript; available in PMC 2008 November 20.
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pro {HY=(H;, H)} =6? if H=H],
:20[9] if H; # Hj, (5)

where 6; denotes the frequency for haplotype H;.

In the following, we present an alternative representation of L that links the retrospective-
maximume-likelihood approach to an extension of the approach of Stram et al. (2003) to
account for environmental covariates. For algebraic convenience we now introduce some
further notations. Define

1+exp{k+m(h?, x, 81))
1+exp{Bo+m(h?, x, B1)}

ro(h!, X)=

Consider a sampling scenario where each subject from the underlying population is selected
into the case-control study using a Bernoulli sampling scheme where the selection
probability for a subject given his/her disease status D = d is proportional to g = Ng/pr(D =
d). Let R = 1 denote the indicator of whether a subject is selected in the case-control sample
under the above Bernoulli sampling scheme. We observe the following probability equalities

S(D, H?, X, Q)=pr(D|H?, X, R=1)g(H*:0)ro(H?, X), ©)

—1
pr(D=1|H?, X, R=1)=[ 1 +exp{—« — m(H*, X,B)}]" . )

pr(D|HY, X, R=1)pr(HY|X, R=1)
pr(D|HY=h4, X, R=1)pr(H?=h"|X, R=1)
G

Zh" eH,

(8)

and

q(HY0)ro(H?, X)
Y waq(h?, Oro(h?, X) )

pr(HYX, R=1)=

With some algebra, one can now show that the log-profile-likelihood given in Lemma 1 can
be expressed in the form

Genet Epidemiol. Author manuscript; available in PMC 2008 November 20.
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AY
L*=3log[
=1

i

pr(D;|H=h?, X;, Ri=1)pr(H!=h"|X;, R;=1)]
d

G

log[ Z pr(Dle H:1=hd|xl, R,:])]
i=1 h(]elH(,{"

M=

=

=Y log {pr(D;, Gi|X;, Ri=1)}.
i=1 (10)

I

When no environmental factors are involved, Stram et al. (2003) proposed analysis of
haplotype-based case-control studies using an “ascertainment corrected joint-likelihood” of
the form IT; pr(Y;, Gj|R; = 1). The representation of the profile likelihood L” given in (10)
suggests that when F(x) is treated completely nonparametrically, the efficient retrospective
maximume-likelihood estimate of the haplotype frequency and the regression parameters can
be obtained by conditioning on X in the approach of Stram et al (2003).

In the next two sections we develop an algorithm for estimating Q = («, 1, 6) using L*
assuming pr(D = 1) is known. Then we describe modification of the methods required when
pr(D = 1) is unknown.

3.2 Estimation of Haplotype Frequencies

V .
Eol dlog {’q(H 0}

Here, we describe an estimation method for the haplotype-frequency parameters (6) for
fixed (x, ). Let N (HY) be the number of copies of haplotype Hy contained in the diplotype
Hd. Note Ni(H9) could be 0,1 or 2. The value of 0 that maximizes L™ with the constraints

K
Zk=,9k=1 will satisfy the equation

a |, .
— L7+ ) 6,7 =0.
The resulting estimating equation can be shown to be

ol H;0
Eol % IX;, R=1]+1,

i=1 (11)

N
|DisGieXf, R:I] -

06

where dlog{pry(H)} 36 = N(H)/6, and the expectations in the first and second terms are
taken with respect to the distribution pr(HYD, G, X, R = 1) (see formula 8) and pr(HYX, R =
1) (see formula 9), respectively. Now multiplying the estimating equation (11) by 6,

K
summing it over k, and using the fact that Z:,\:]IVJ&(IVJF2 we can show that 2 = 2N — 2N =
0. Thus, we have shown that the estimating function for @ is given by

N N
> Eq {NuHD:, Gi, Xi, R=1} = > Eq {Ne(H)IX;, R=1}.
i=1 i=1 (12)

Now we notice that
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C N 3 20, ra {HO=(h, 1), X;)
ZEQ {N;;(H")[X,-,R:l} 29"'2 - d—jd PRETENE
= i=1 le‘[er(H :h )rQ(h N Xz)

i=1

This representation suggests the following iterative approach for solving (12) in terms of 9:

N ’ (5) d: 2 / . -1
gD 2,26 ra {H= (. ). X
k - -

g ; Y Prao (Hi=h?)ro(hd, X;) (13)

(s N .
where N; )ZZi:]EQ#K,B.Hm) {Ne(HID;, i, Xi, R=1} is the expected count for the ki
haplotype under the current parameter estimates. We observe that by definition, E)LS’ >0.

. N : (s _ (st Ko st
Further, in each iteration we will normalize 6 =6;" )/Zklzlf),(;, . Thus, we note that the

estimate of haplotype-frequencies using formula (13) is given by the expected haplotype-
count as a ratio of an “effective sample-size” formula.

3.3 Estimation of B and k

N
ol )
ZEQH, [a—ﬁlog{prﬂ,(DilH, X;, R=1)}|D:, G, X;, R:l] = — Vp(QUD),
i=1

Define "= (k, f1). The estimating equation corresponding to 8L"/8" = 0 can be written in
the form (B1) + (B2) + (B3) = 0, where

(BI)=3Eq | s loglpry. (DiH’. Xi, R=1))IDi. Gi. Xi. Ri=1]
(B2)=3Eq | 7logira(H, X)}IDi, G, Xi, R=1];

(B3)= — SEq | Frloglra(H, X)X, Ri=1].

Let Vg*(Q) = (B2) + (B3) We propose to estimate S~ by iteratively solving

(14)

We observe that the estimating equations given in (14) are similar to the corresponding
estimating equations for g and $ in a logistic regression model in the presence of missing
data, except that we are equating them to a non-zero term. Because of the similarity with the
parameter estimation in standard logistic regression model, we can get a fairly stable
algorithm for solving these equations.

Unknown pr(D = 1)

We observe that in the calculations given above, the value of pr(D = 1) is only needed to get
an estimate Sy from the estimate of x. Moreover, the parameter g enters into computation
only through the function ro(H, X). If we assume rare disease, then we have
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ro(H, X) = 1+exp{k+m(H, X;1)}. (15)

Thus, if one assumes rare disease, Sy need not be estimated and hence pr(D = 1) need not be
known. Under this rare disease approximation, the proposed retrospective maximum-
likelihood method reduces to that of Epstein and Satten (2003) in the absence of
environmental covariates. If one is not willing to make the rare disease assumption, we
propose to estimate @, x and by maximizing L™ for fixed values of §y and then do a one-
dimensional grid-search to find the estimate of 5 that maximizes the profile likelihood
L*(Bo, £~ (Ba), (Bo)). We have found that the grid-search method performs very well for
unbiased estimation of the odds-ratio parameters (1) of interest, see Table 2, unknown pr(D
= 1). The estimates of the intercept parameter Sy, however, are typically imprecise. Gains in
precision are possible if one places reasonable bounds on pr(D = 1).

3.4 Population Stratification

Although in many situations genetic susceptibility and environmental exposures are unlikely
to be causally related at an individual level, these factors may be correlated at a population
level due to their dependence on other factors. A classic example is “population
stratification” due to ethnicity. Allele frequencies for many genes vary widely across
different races. Moreover, environmental covariates such as life-style or dietary factors also
often have different distributions for people of different races. Thus, although the genetic
and environmental factors may be independently distributed within an ethnic group, there
could be spurious correlation between these factors when ethnicity is ignored. In this
section, we will briefly describe how to generalize our methods to handle such “population
stratification”.

We assume there is a set of co-factors W so that gene-environment independence and HWE
holds conditional on W. We consider a polytomous logistic regression model for specifying
the haplotype-frequencies given W as

loglpr(H=h|W)/pr(H=ho|W)}=log{6,(W)/6o(W)}=yo+v3, W,

fork =1, ..., K, where hg is a reference haplotype, typically chosen to be the most common
haplotype. We further assume HWE conditional on W, that is,

pr {H'=(H;, H)IW|={6:(W))* if H;=H,

We also allow W to be potential risk factors for the disease by simply extending the disease-
risk-model to be

logit{pr(D=1|H", X, W)}=Bo+m(H*, X, W:B)).

Define
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1+exp {K+m(H‘1, X, Wi )}
ra(H, X, W)= :
1+exp{Bo+m(H, X, Wi31)}

Following previous arguments, the estimating equation for y, that corresponds to
maximization of the profile likelihood L™= ;2 Hd e 1og{pr(D;j, HA|X;, Wi, R = 1)} can be
shown to be

N dlog(pr, (HI|W 1
0=2Eq [ WU)A Gi, Xi, Wi, R=1|
i=1 ) ,

B % E dlogfpr, (H))
4 Q B

=

X, Wi, R=1] :
(16)

where

Olog{pr, (H|W)} W
%:w{m(ﬂ) =26 (W)}
ka W 17

One can get a fairly stable Newton-Raphson or related algorithm for solving (16) by
exploiting the GLM form of (17). Finally, the updating procedures for x and 1 remain the
same as before, except that throughout we condition on W.

3.5 Alternative Robust Estimation of 8

Although exploitation of the gene-environment independence and the HWE assumptions can
lead to major efficiency gains for analysis of case-control studies, we recommend cautious
use of these assumptions, because violation of them can lead to major bias in parameter
estimation (Albert et al., 2001; Satten and Epstein, 2004; Chatterjee and Carroll, 2005). The
gene-environment independence assumption, for example, is likely to be satisfied in a wide
range of studies involving external environmental agents, exposure to which is not directly
controlled by an individual’s own behavior. When an exposure depends on subject’s
individual behavior, on the other hand, the independence assumption could be violated due
to direct or indirect association. Family history of a disease, for example, which is associated
with genetic risk factors, may influence a subject to change his/her behavior regarding
established environmental risk factors such as smoking for lung cancer. In Section 3.3, we
have proposed a possible remedy for accounting for such indirect association between G and
E due to their dependence on other common factors S. There could be also direct
association. Genetic polymorphisms in the smoking metabolism pathway, for example, may
not only modify a subject’s risk from smoking, but may also influence a subject’s degree of
addiction to smoking.

When violation of the HWE or/and the gene-environment independence assumption seems
plausible, it is important to consider alternative methods for analysis of case-control studies
that are less sensitive to these assumptions. In the absence of missing data, it is well known
that the standard prospective logistic regression analysis is such an option because it does
not rely on any assumption on the covariate distribution. In the presence of missing data, a
prospective likelihood-based method that treats the distribution of the cofactors to be
completely nonparametric will be also such a robust option (see e.g. Roeder et al, 1996). For
haplotype-based studies, however, complete nonparametric treatment of the covariate
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distribution may not be possible because of a lack of parameter identifiability. Nevertheless,
when no environmental factors are involved, Satten and Epstein (2004) showed that methods
that estimate the regression parameters from the prospective likelihood of the data are less
sensitive to the violation of the HWE assumption than those based on the true retrospective
likelihood. Following, we point out a problem for use of prospective estimating equation for
analysis of case-control study and propose an appropriate remedy.

For fixed values of the haplotype-frequency parameter 9, the score-equations for the
regression parameters "= (x, 1) corresponding to the prospective likelihood of the data is
given by

N 2, aeloglprg (D, X)Ypry. (Dilh, Xi)q(h?:6)

2

Il‘leﬂ‘(l;’_

El

Al X d.
eng Pl DIV Xa(0e'6)

(18)

We argue in the appendix that this “purely prospective” score-equation (18) is biased under

the case-control sampling design due to the underlying covariate distributional assumptions.
In other words, even if the true haplotype-frequencies were known and the underlying HWE
and gene-environment independence assumptions were valid, the estimator of the regression
parameter 1 based on solving the score-equation (18) is not consistent. We, however, show
that the following simple modification of the prospective score equation is unbiased:

N Z/ﬂ,ﬁ,}(é‘ =loglprg. (Dilh?, X)prg. (Dilh?, Xyra(h?, Xiq(h';6)
)

prg-(Dilh?, Xp)ra(h?, Xig(h':6)

i=1 depd
r h eH(‘l (19)

The only structural difference between the two sets of score-equations is that (19) is
obtained from (18) by replacing g(h9, 8) with ro(hd, X;)q(hd: ). The unbiasedness of the
modified prospective-score equations under the case-control sampling design is shown in the
appendix. We also show that with an appropriate rare disease approximation, the proposed
method is equivalent to the estimating equation approach proposed by Zhao et al. (2003).
However, we note that the proof of the asymptotic unbiasedness of the estimating equation
approach that is given in Zhao et al (2003) assumes random sampling of subjects and does
not properly account for the case-control sampling design. Thus our derivation justifies the
validity of the procedure of Zhao et al (2003) under the case-control sampling design.
Moreover, it shows how one can avoid the rare disease approximation by using the exact
score-equation (19) itself.

We observe that evaluation of the score-function (19) requires knowing 6 and fy. Similar to
Satten and Epstein, we propose estimating 6 for fixed value of "and g by maximization of
the retrospective likelihood, the algorithm for which we have described in Section 3.2. As
before, we observe that if pr(D = 1) is known, then S could be evaluated as a function of x
using the relationship (4). If pr(D = 1) is unknown, one can use the rare disease
approximation given in equation (15) so that evaluation of (19) does not require knowing So.
Alternatively, one can estimate 8 and 8 for fixed values of S following above procedures
and then do a one-dimensional grid-search to estimate 5y as the maximizer of the profile
likelihood L*{Bg, £~ (5o), 8(Bo)}. Finally, we observe that the functional form of the right
hand side of the score-equations (19) is equivalent to that of B4, the first of the three terms of
the score-equations corresponding to the retrospective likelihood that are given in Section
3.3. Thus, the proposed prospective estimation method can be implemented with minimal
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modification of the algorithm for the retrospective method and vice versa. A sandwich
variance estimator, that properly accounts for the case-control design, can be also easily
obtained based on estimating equation theory. A general formula for the variance estimator
is given in the Appendix.

4 Simulation Studies

4.1 Hand X are Independent

In the first set of simulation studies, we examined the performance of the proposed
retrospective semiparametric maximum-likelihood method in haplotype-based studies of
gene-environment interaction. We simulated data in a setting similar to that of Lake et al
(2003). We considered the first five of the six SNPs listed in Table 1 of Lake et al. The
corresponding haplotypes and their frequencies are listed in Table 1. Given these haplotype
frequencies, we generated diplotypes for each subject under the assumption of Hardy-
Weinberg Equilibrium. Additionally, we generated an environmental covariate for each
subject independent of the subject’s diplotype status, from a lognormal distribution, where
the underlying normal distribution has mean and variance 0 and 1, respectively. The
environmental covariate was truncated above at 10. Given the diplotype status HY and
environment covariate X, we generated the binary disease status for each subject according
to the model

logit{pr(DIH, X)}=Bo+By +B,N3(H*)+B,, N3 (HH)X,

where N3(HY) denote the number of copies of hs contained in H9 and (8o, Bx, Bu, Brx) =
(—3.5, 0.1, 0.15, 0.20). For each replicate of our simulation, we first generated data for a
large random sample of subjects, which was then treated as the underlying study base for
selection of 1000 cases and 1000 controls. For analysis of each data, we assume only the
unphased genotype data are observed. Further, to examine the influence of missing genotype
data, we deleted genotype information for the 4th and the 5th SNP in a randomly selected
subset of subjects. The proportion of subjects who can have missing genotypes for both of
the SNPs was chosen to be 20% and that of the subjects who can have missing genotypes
only for one but not the other was chosen to be 10% and vice versa.

We analyzed each dataset using the retrospective maximume-likelihood method under the
assumption that H9 and X are independent in the population, with pr(D = 1) being known
and unknown, the algorithms for which are described in Section 3.1-3.3. In the case of pr(D
= 1) being unknown, we used the grid search method for estimation of /5, that we described
earlier. Although we know that there are eight true haplotypes in the underlying population,
for analysis of each data, we allowed all possible 32 haplotypes to arise and let the algorithm
estimate the frequencies of each of the haplotypes separately. For estimation of the
regression parameters (1), we pooled three rare haplotypes hg, h7, hg and all of the artificial
haplotypes which may appear in a given data to have non-zero, but small, frequencies. The
performance of the proposed method for estimation of the haplotype-frequency (¢) and the
regression parameters () are shown in Table 2. For convenience of presentation, the
frequency estimates are shown for the non-null haplotype Hz which is known to be
associated with the disease, for one null “common” (f = 15%) haplotype and for one null
“rare” (f = 5%) haplotype. The estimates of the regression parameters are shown for the non-
null haplotype (h3), for one “common” haplotype (h,) and for the pooled category of rare

haplotypes.
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Using the results shown in Table 2, we observe that the proposed method performed very
well in estimating both the regression parameters () and the haplotype-frequencies (6). The
proposed standard error estimator also performed very well and the corresponding 95%
confidence intervals had coverage that is very close their nominal values. Estimates of the
interaction parameter Sy for the non-null haplotype h3 were more precise when pr(D = 1)
known than when pr(D = 1) was unknown.

4.2 H are X are independent given S

In the second simulation study, we examined the robustness of alternative methods in a
scenario where the assumptions of gene-environment independence and HWE hold only
within subpopulations. We consider a population comprised of two strata, with frequencies
0.40 (S=1) and 0.60 (S = 2), which differed in their distribution of both haplotypes and
environmental factors. We assumed a simple scenario involving four haplotypes constructed
from two binary SNPs with the haplotypes {(0, 0), (0, 1), (1, 0), (1, 1)} having frequencies (.
35, .30, .15, .20) and (.35, .20, .30, .15) in strata 1 and 2, respectively. We chose the
frequencies for the larger stratum (stratum 2) to correspond to the haplotypes defined by the

3rd and the 4th SNP listed in Table 1. The values of Rfj, a popular measure for haplotypes-
phase uncertainty (Stram et al, 2003), for the haplotypes {(0, 0), (0, 1), (1, 0), (1, 1)} were
(0.88, 0.87, 0.79, 0.83) for stratum 1 and were (0.88, 0.83, 0.87, 0.78) for stratum 2. Thus, in
this setting, the degree of phase-uncertainty was modest, but not negligible.

We generated the environmental covariate from a lognormal distribution with the mean and
variance for the underlying normal distribution to be .67 and 1 for stratum 1 and 0 and 1 for
stratum 2. Again, we truncated the environmental exposure above at 10 for both strata.
Additionally, we assumed that the stratification variable, S, is a risk factor for disease. In
particular, the disease status for each subject was generated according to the model

logit{pr(DIH%, X, $)}=B0+B +B, Na(H) 4, Na(HH) X+, +B,,s N2 (HY)S,

where Nj(H%) denotes the number of copies of h, = (0, 1) contained in H4 and where the
parameters (8o, Bx, PH, Prx, Ps: Prs) = (3.5, 0.1, 0.15, 0.20, 0.69, 1.10). For each replicate
of our simulation, we first generated data for a large random sample of subjects, which was
then treated as the underlying study base for selection of 1000 cases and 1000 controls.

During analysis of each data set, as before, we assumed only that the locus-specific
genotype data were available, but the phase information was unknown. Each data set was
analyzed using (a) the retrospective maximum-likelihood method under the assumption that
HY and (X, S) are independently distributed in the population; (b) the retrospective
maximum-likelihood method under the assumption that H9 and X are independent
conditional on S (see Section 3.4) and (c) using the modified prospective estimating
equation method (see Section 3.5). We assumed pr(D = 1) to be known for this set of
simulations.

The results shown in Table 3 suggest the following important observations. First, when the
true model assumed that H4 and X are independent conditional on S, but we analyzed the
data as though H9 and (X, S) are independent in the entire population, we induced substantial
bias in estimating the parameters Sn,fs, and Sns. Neither the prospective method nor the
method which accounts for the population stratification suffered from such bias. Secondly,
the prospective method had the largest variance of the three methods, while the maximum-
likelihood method under the unconditional independence assumption had the smallest. The
method which takes the populations stratification into account provided both small bias and
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relatively small variance. These observations suggest that when gene-environment
dependence is suspected, the use of the retrospective maximum-likelihood method under the
conditional gene-environment independence model could be optimal, assuming the factors
which may induce such dependence are observable. If such factors are not observable, or if
direct association between genetic and environmental factors may exist, then the use of the
modified prospective method should be considered.

4.3 Bias of alternative prospective methods

Stram et al. (2003) observed that although a naive prospective-method which ignores the
case-control sampling design may not be strictly correct, the bias in such a method is
typically small unless the predictability of haplotypes given the genotypes, as measured by

the R,’; statistics, is low and the magnitudes of the true risk-parameters are high. We
evaluated the bias of alternative prospective methods in a situation where the bias of a naive
prospective method is expected to be high. We implemented three procedures:(a) the naive
prospective method based on cohort likelihood (Lake et al., 2003); (b) the estimating
equation approach of Zhao et al (2003) assuming rare disease; (c) the proposed modified
prospective-score-equation approach assuming Pr(D = 1) to be known. We considered a
simulation scenario involving three SNPs. To generate maximal amount of phase ambiguity,
we assumed all of the 23 = 8 haplotypes are equally likely. We generated diplotypes for each
subject under the assumption of Hardy-Weinberg Equilibrium. We generated a continuous
environmental covariate for each subject, independent of the subject’s diplotype status,
using a log-normal model as before (see Section 4.1). We assumed one of the eight
haplotypes were associated with the disease, with the mode of the effect being dominant.
The true values of the parameters for the underlying logistic regression model were (5o, Bx,
Prs Prx) = (=3.5, 0.1, 0.69, 1.60), which corresponded to an overall disease rate of 10.7%.
In each replication, we generated data for 1000 cases and 1000 controls.

We implemented all of the three methods to estimate the regression parameters associated
the known “risk haplotype”. From the results shown in Table 4, we observe that while the
proposed modified prospective method was unbiased in estimating all of the three
parameters, both the naive prospective method and the estimating equation approach of
Zhao et al (2003) produced substantial bias for estimation of the parameters Sy and Spx. The
large bias in the approach of Zhao et al. was likely to have been caused by the violation of
the underlying rare disease assumption. In the current simulation setting, although the
overall disease rate for the population is low (10.7%), the risk of the disease could become
very high for those subjects who carried the risk haplotype and also had a high value of the
environmental exposure. It is, however, important to note that the example reflects a fairly
extreme scenario involving large amount of phase ambiguity and strong genetic effects on
risk of the disease. In many other examples, that involved less extreme parameter settings,
the bias for both the naive prospective method and the estimating equation approach of Zhao
et al. were found to be very small or negligible.

5 Data Analysis: Israeli Ovarian Cancer Study

Chatterjee and Carroll (2005) described an application of their proposed methodology on a
case-control study of ovarian cancer in Israeli women that was performed to investigate the
interaction between the BRCA1/BRCA2 mutations and oral contraceptive use and parity
(Modan et al.,2001). Briefly, this study consisted of all ovarian cancer cases identified in
Israel between March 1, 1994 and June 30, 1999. For each case, two controls were selected.
The selected cases and controls provided blood samples for testing mutations in the BRCA1
and BRCAZ2 genes. In addition, data were collected on reproductive/gynaecological history
such as parity, number of years of oral contraceptive use and gynaecological surgery.
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Chatterjee and Carroll (2005) restricted their analysis to 832 cases and 747 controls who
were genotyped for BRCAL/2 mutations, leaving out 50 cases and 763 controls for whom
BRCAL/2 status was missing, but data on all other risk factors were available. We
reanalyzed the data using the proposed retrospective maximum-likelihood method including
the subjects with missing genotype information. Similar to Chatterjee and Carroll (2005) we
considered the following logistic regression model for risk of ovarian cancer:

logit{pr(D=1)}=o+B a1 [BRCA1/2)+,. OC+P uriry Parity
+Brens poc [BRCA1/2) % OC
Byt opay [BRCA1/2)  Parity+ZTy,

where 1(BRCA1/2) denotes the 0-1 indicator of carrying at least one BRCA1/2 mutation, OC
denotes years of oral contraceptive use, Parity denotes the number of children and Z denotes
the set of all cofactors that Modan et al. (2001) used to adjust their regression analysis.
Moreover, similar to Chatterjee and Carroll (2005) we assumed the independence between
presence of mutation and reproductive risk factors conditional on Age, Ethnicity, Personal
history of breast cancer (PHB) and Family history of breast and ovarian cancer (FHBO). The
genotype frequencies were modelled as a function of these four factors using the parametric
model

logit{pr(G=1|S)}=6o+6, . I(Age > 50)+6,, I(Non — Ashkenazi)
+6,,I(PHB=1)+6,,, I(FHBO=1)+6,,,/(FHBO=2).

IFH

The results of our analysis for the main covariates of interest, parity, oral contraceptive use,
BRCAZ1/2 mutation, and the interactions between the mutations and each of the two
reproductive risk factors, are presented in Table 5. Compared to the analysis of Chatterjee
and Carroll (2005) that included only those individuals with complete genotype information,
we observe that there were important reduction in the standard errors for the main effects of
the two environmental factors, OC use and Parity. This result is intuitive given that the
additional subjects who were incorporated in the new analysis provided data on these two
risk factors. In addition, the new analysis confirms the original finding of Modan et al.
(2001) which suggested an interaction between BRCA1/2 mutation and OC use. In
particular, the results suggest that, unlike for non-carriers, the risk of ovarian cancer for
carriers did not decrease with increasing oral contraceptive use.

6 Discussion

We have developed a method for retrospective maximume-likelihood analysis of case-control
studies of genetic and environmental factors that can account for missing genetic
information. Particular emphasis has been given to haplotype-based studies where missing
data arises due to phase ambiguity of available genotype data. By utilizing a profile
likelihood of the data under the assumption of gene-environment independence and HWE,
we were able to develop a relatively simple computational algorithm for obtaining the
estimator. We also showed how this profile likelihood approach established a connection
between two seemingly different methods for haplotype-based association analysis of case-
control studies: the ascertainment corrected joint-likelihood approach of Stram et al. (2003)
and the retrospective maximum-likelihood approach. Further simplifications of the
methodology under a rare disease assumption were also described.
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Simulation studies in this current article as well as those reported in Epstein and Satten
(2003), Satten and Epstein (2004) and Chatterjee and Carroll (2005) show that retrospective
methods that can exploit various covariate distributional assumptions, such as HWE and
gene-environment independence, can lead to major efficiency gains for analysis of case-
control studies. However, caution is needed in practical use of these methods because these
simulation studies also demonstrate the possibility of major bias in the retrospective
methods when the underlying covariate distributional assumptions are violated in truth. In
this article, we proposed two alternative methods for relaxing the covariate distributional
assumptions. In one, we proposed explicitly accounting for those factors, such as ethnicity,
which could be both related to allele frequencies and environmental factors, possibly
inducing association between these factors in the population. In the second, we propose a
variation of prospective-estimating equation which we showed to be asymptotically
consistent under the retrospective case-control design, assuming the underlying covariate
distributional assumptions are valid. Moreover, in simulation studies we showed that the
method produced very little bias in parameter estimates even when the covariate
distributional assumptions were violated.

A novel finding of our simulation studies as well as those reported in Chatterjee and Carroll
(2005) is that when the G-E independence assumption holds, incorporation of external
information on the marginal probability of disease in the population can lead to further
efficiency in the estimation of regression parameters of interest. In traditional logistic
regression analysis, knowing the marginal probability of disease allows one to estimate the
intercept term of the regression model, but otherwise does not have any effect on the
estimation of the other regression parameters of interest. The marginal probability of the
disease, possibly stratified by basic demographic factors such as age, sex, race, is often
available or can be estimated precisely in population based case-control studies as well as in
case-control studies that are nested within a larger cohort study. The proposed methodology
allows incorporation of such additional information into the analysis and hence can lead to
further precision gain in the estimation of regression parameters under the G-E
independence model.

When a study involves a large number of haplotypes, estimation of their frequencies as well
as the associated regression parameters could become unstable due to the presence of rare
haplotypes. Schaid (2004) gives an excellent review for various currently available
techniques for tackling this problem. In principle, in our setting, the parametric model
prp(HY) can incorporate genetic models based on evolutionary history, thus specifying the
haplotype frequencies in terms of a reduced set of genetic parameters. Similarly, hierarchical
modelling techniques can be used to specify the regression parameters S in terms of a set of
lower dimensional parameters. This and other extensions of the proposed methodology will
be pursued in future.
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Appendix

A.1 Proof of Lemma 2

Recall that i, is the probability mass function for X = xy,, m =1, ...K. For fixed y = (8g, S1.
), and except for constants, the log-likelihood function for ¢ has the form

N

K N
(&)=Y logt ) Lul (Xi=xm)}= ) Jog 4 > " pr(D=DilX=x, H=h;)q(h;, )k
m=1 i=1

=1 k h_,‘E‘H

Taking derivatives with respect to each ¢, and solving, we find that

i Z,,F,HPI‘(DZD,- | X=X, H=h)q(h;, )
Ln= ) 1(Xi=xpm)/ .
‘ Z ( ; 242, e PHD=DilX=x, H=h;)q(h, O)¢i

However, notice that pr(D =d) = Ekzhjg,ypr(D =d|X =Xk, H = Hj)a(Hj, )¢k, and define
1(d) = Ng/{N pr(D = d)}. This implies that pr(D = d) = Ng/{Nu(d)} and
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2l (Xi=xp)
NZJZ,,/g,PT(D=d]X=~’Cm* H=hpu(d)q(h;,6)

{111 =

It is easily shown that X, i, = 1. Substituting, and except for constants, the profile log-
likelihood function has the form

N
Liy. ()} =§1 Ilog{h % pr(DilXi, h)q(h, 6)}+log{u(Di)}

i

—log{§ pr(D=d|X;, hu(d)q(h;, 9)}} .

hjeH

Now, define x so that log{u(1)} = log{u(0)} + x — So. Then,

ty. ()= Z log

Z pr(D,- IX,', h)q(hj, H)BXP{D,'(K - B())}l

('r

—Zlog[Z“ ZHPT(D =d\Xi, hj)q(h;, O)expld(k — ,30)}}-

Defining Q = (y, ), and recalling the definition of S(d, x, H, ), simple algebra completes
the proof.

A.2 Proof of Theorem 1

Let subscripted Q denote partial derivatives, e.g., So(*) and Sq o (¢) are the vector and
matrix of first and second partial derivatives of S(*) with respect to Q, respectively.
Obviously, the semiparametric likelihood score is

L0 Y, Zinerg S 2Di X ) N ¥gY, S 0l Xis by, Q)
o(Q)= Z > S(D,,X,,h,g) L ZdzhngS(d,X,"hj!Q)‘

That Lo(€2) is an unbiased estimating equation is a simple consequence of the following
easily proved result. Let fy(¢) be the probability density function of X. Let the distinct values
of G be (91, ..., gm), and let 7{9 be the values of h consistent with g;. Recall the definition

of 1(0) = No/{N pr(D = 0)}.

LemmaA.l
For any function R(D, X, G), and any function R*(D, X, H),
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N M
E{N"! L R(D: X, G)=p(0) I .1 (% LR x.g)) % S(d.xh.Qdx:
i= d j= €7 2

N
E{N~' 3, Ru(D;, Xi, H)}=p(0) [ f, ()3 3 Ru(d, x,h))S(d, x, hj, Q)dx.
i=1 ' d hjeH

In addition, assuming that No/{N pr(D = 0)} = «(0) converges to a finite, positive constant,
the obvious law of large numbers applies to the sums in the expectations.

Lemma A.1 can be used to compute the expectations of the matrix of second partial
derivatives (the so-called “bread of the sandwich”) and the variance of the score.

A.2.1 The Matrix of Second Partial Derivatives—Note that

N7'L_ . (@)=N"" o | ZhegS qgr PiXeh ) EJZ/Z_iEﬂSmT(dvxi-hj-ﬂ)
forer - Z Y, . S(Di.X;.hQ) Sy SEXTD
=1 heG; s A
Sa(DiXph T, So(DiXihQ)!
{Ehsgi S(Di.X:.h )P
ZJZ,I_,.EWsg(d,x;.hv,-.a»{Z‘,Zh’ieﬂsﬂ(d,xi.hj‘mg
{lezhjeﬂs(d_x,-,hi’g)}l

Lh:g’,

=Sy =S St

N1

It is easy to show using Lemma A.1 that

E(S,)=E(S )=p0) [ £, ()Y S o (d, x,hj, Qd,
d hieH

and that Sy;—Snz = 0p(1). A further application of Lemma A.1 shows that the expectations,
and hence the probability limits of Sy3 and Syy4 are given by

SadhNT, . Sadcho)
SJ

@k Sfr(x)dx

J

2‘/16‘1-(9;

Zhgug

M
E(S )=13=p(0) [ T Y.
d j=1

Su Zhif s Saldxh (% e aldxhj, T
E(S;\:4)=n4=u(0)fl. ' Ti%, S fy(dx.
j€ ’

Hence, the matrix | defined in Theorem 1 is 53 — 54.

A.2.2 The Variance of the Score
Recall that
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Lo % 2 g, S aDi-Xich Q) LaZ), cpS 2 dXichj Q)
Q = < —- -5y TX 7.
5| T SO T LT, L SEXHD)

IV
=2 {A1(Ai, D;. X, G;, Q) — Ax(X;, Q)} .
i=1

N
Define A3(d, Q) = E{A1(A, D, X, G, Q) — Ay(X, Q)|D = d}. Then, Zi:]A3(D5, Q)=0
because the score is unbiased. Thus we can write,

N
Lo(Q)= ) {A1(Ai, D;, Xi, Gi, Q) — A2 (X;, Q) — A3(D;, Q)}.

i=1

Notice that each of the terms in this sum is independent with zero mean. Then,

NTELa(@LL@)=N" 3 E [ (418 D1, Xi, i, Q) — Ax(X;, ) (o)7]

i=1

N
N7 A3(D;, Q)A3(D;, Q)T
i=1

where the expression {*} here means a repetition of the previous argument. The first term
can be written as Dy — D, — D§+D3, where by Lemma A.1, D, = D3 and

s, Saldw Q)T Sold.x,h)T
ety

heHy .
°J

MZ
D] ZN(O)I‘§ Zl E, » S(d..h.Q) f,\(/\)d/\
J= e g
i, S oldah; 4T, HSQ(J,,\-./;,-.Q)F
Dy=p(0) [ — DI @l fi(x)dx.
J

Since D1 — D3 = —N"1E{Lq o T(Q)]}, we have shown that
N7TE{Lo(Q)LL(Q))=] - A.

Application of the Central Limit Theorem yields Theorem 1.

A.3 Consistency Issue for Prospective Estimating Equations

We first prove that the modified prospective score-equation (19) is unbiased for estimation
of x and S, assuming @ and f3; are fixed at their true values. We note that the joint
distribution of D, HY and X in the underlying population is characterized by the parameters
Po, B1 and the distribution function V (hd, x) = gg(h%) x F(x). Using Lemma 1 of Roeder et al.
(1996), we observe that for any given value of the parameters S, 1 and any given function
V (-), one can chose 3y “and a distribution function V *(-) such that,
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(H', XID)=pr, . (H',XID),

Pl sy o BV

and

.(D=D)=Ny/N.

B( BV
In particular, by construction the authors showed that 5,=« and
Vi(h, x) o ro(h?, x)V(H, x).

Let P and P*denote the probability law for (D, HY, X) under (8o, 1, V) and (x, 1, V),
respectively. Let E and E*denote expectations under the probability law P and P*. Now, the
right hand side of equation (19) when evaluated at true values of «, 1, 8 and Sy can be
expressed as

N
L E* [ loglprys, (DAHY, X)IDi=1, G, Xi|

No
+ Y E*| Zloglpr, 4 (D;|H?, X)}|D;=0,G;, X;
,-;, ["ﬁ Sl I (A.1)

Let

a .
—log{pr, 4 (DIH?, X)}ID,G. X |.

Gs,(D,G, X)=E" [ 3B

Thus, under the case-control sampling design, the asymptotic limit of (19) divided by the
total sample size N = Ng + N; can be written as

N No
~ Eox |4, 51 (D.G. X)ID=1] + ~ Eox [4;5,(D.G.X)ID=0]. a2
Since P*(D = 1) = Ny/N and P*(G, X|D) = P(G, X|D), we can write (A.2) as
E,E;, |4 (D,G, X)ID|=E;,,, [ i log{prk.ﬁ,(D|H".,X>}]
B : (A.3)

which in turn can be shown to be zero by following standard theory of unbiasedness of the
prospective-score equations under random sampling.
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To see why the proof of consistency fails for the ordinary prospective-estimating-equation
we note that each individual term of the equation (18) when evaluated at true values of «,5;
and @ can be written as

>, sloglpr, g (Dilk?, X)lpr, 5, (Dilh?, X)q(h?:6)

dcqqd
he HGi

%y Phen i, X h36)

The above, however, cannot be written in the usual expectation form because while
prk,ﬁl(Dﬂhd, X;) correspond to the probability law of [D|H, X] under P*, q(h%; 6) correspond
to the probability law of [H|X] = [H] under P. Thus, the ordinary prospective-score equation,
when evaluated at x, f1, 6, does not have a conditional expectation form, which was key to
the proof given in Zhao (2003). Nevertheless, we observe that

exp [D {K+m(,31,Hd,X)}]
1+exp| Bo+m(B1, HY, X)]

pr, 5, (DIHY, X)ra(H?, X)=

Assuming the disease is rare in the population for all combination of Hd and X, one can
make the approximation [1 + exp{fy + m(81, HY, X)}]~1 ~ 1, which, when substituted in
equation (19) yields the approximate estimating function of Zhao (2003).

A.4 Sandwich variance estimator under case-control design

Let Q = (4", 6) be the estimate of Q = (", ) that solves the estimating equation

N
Zi:lTQ(Di, Gi, Xi)=0 for a vector-valued kernel function ¥, (D;, G;, X;) that has the same
dimension as Q. Using standard estimating equation theory, it follows that under suitable
regularity conditions,

N'2(Q - Qg) = Normal{0, Z:\I@‘Q(A - B)Y(Y5,, .

where

IV()+N]
Foo= lim N~' 3 0¥a(Di, G, X;) /0

i=1

1\!’()+N|
A=lim N™' 3 Wo(Di,Gi, X)) ¥4 (Di. Gi, Xi);
N—co i=1

le\}im Zl“ (Ng/N)E(¥(D, X, G, Q)| D=d}[E{¥(D, X, G, Q)|\D=d)]".

A consistent variance estimator can be obtained by based on the above sandwich formula by
estimating ¥q o, A and B with their respective empirical versions.
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The haplotypes and associated frequencies used to generate case-control data for the simulation studies

Table 1

reported in Section 4.1.

Haplotype

Frequency

h;=(0,0,0,0,0)
h,=(0,0,0,1,0)
h3=(0,1,1,0,1)
hy=(0,1,1,1,0)
hs=(1,0,0,0,0)
he=(1,0,0,1,0)
h;=(1,0,1,1,1)
hg=(1,1,1,0,0)

0.25
0.15
0.25
0.10
0.10
0.05
0.05
0.05
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Table 4

Page 29

Bias and standard errors for regression parameters estimated using three alternative prospective methods: (a)

the naive prospective method based on cohort likelihood (Lake et al., 2003); (b) the estimating equation

approach of Zhao et al (2003) assuming rare disease; (c) the proposed modified prospective-score-equation

approach assuming Pr(D = 1) to be known

Bx Br Brx
(a) Naive prospective
Bias 0.055 -0.198 0.181
Empirical SE 0.040 0.252 0.216
(b) Zhao et al.
Bias —0.022 0.692 —0.705
Empirical SE ~ 0.042 0.216 0.119
(c) Modified PSE
Bias —0.002 0.004 0.017
Empirical SE ~ 0.044 0.250 0.200
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Table 5
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Parameter estimates and estimated standard errors for the parameters of interest for the Israeli ovarian cancer
study. The current analysis includes all individuals available for study, regardless of whether or not they have
BRCAL/2 status measured.

Current Analysis

Chatterjee and Carroll (2005)

Parameter  Estimate  St. Error Estimate St. Error
Bmut 3.183 0.337 3.154 0.329
Boar -0.051 0.024 -0.061 0.032
Poc -0.068 0.020 -0.051 0.026
Brnutipar -0.046 0.060 -0.036 0.053
Brnutoc 0.092 0.030 0.086 0.033
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