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Abstract
Compared to nondrug reinforcers, few studies have examined delay discounting for drug reinforcers.
The purpose of the present study was to examine delay discounting in rhesus monkeys using orally
delivered phencyclidine (PCP) as the reinforcer and to examine the effects of manipulating reinforcer
magnitude and cost on delay discounting for PCP using an adjusting delay task. Monkeys could
choose between a single delivery of PCP available immediately or a bundle of PCP deliveries
available following a titrated delay. The average of the delays, or the mean adjusted delay (MAD),
served as the quantitative measure of delay discounting. In Experiment 1, reinforcer magnitude was
manipulated by varying the PCP concentration and the size of the delayed reinforcer (6 or 12
deliveries). The concentration-effect curve for PCP deliveries assumed an inverted U-shaped
function, but varying PCP concentration had little effect on MAD values or choice between
immediate and delayed reinforcers. Increasing the size of the delayed reinforcer produced an upward
and leftward shift in the concentration effect curve. In Experiment 2, the cost of reinforcers was
manipulated by increasing the fixed ratio (FR) requirement for each choice. Increasing the FR led to
increased MAD values and decreased PCP self-administration.
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1. Introduction
The relationship between impulsive behavior and vulnerability to drug abuse has become a
major focus of addiction research. A growing body of literature indicates that drug abusers
consistently show impulsive behaviors (Coffey et al., 2003; Kirby and Petry, 2004; Madden
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et al., 1997; Petry, 2001, 2003, 2006). Importantly, results from studies in laboratory animals
show that impulsive behavior for food can predict drug self-administration (Perry et al.,
2005), reinstatement of drug seeking (Perry and Carroll, 2008), escalation of cocaine self-
administration (Anker, Perry, & Carroll, 2008), and sensitization to the behavioral effects of
drugs (Mitchell et al., 2006). A number of different procedures for assessing impulsive behavior
and drug seeking have been employed (Perry and Carroll, 2008). While impulsivity can be
characterized in a number of ways (Evenden, 1999), a commonly used operational concept
entails measuring the devaluation, or discounting, of delayed rewards. The delay discounting
model assumes that the allocation of choices is directly proportional to the rate and size of the
reinforcer, but inversely proportional to the delay to its receipt. Delay discounting is commonly
used in human subjects to determine the subjective value of real or hypothetical (Madden et
al., 2003), drug (Bickel et al., 1999), and nondrug (Chapman, 1996) rewards. In laboratory
animals, delay discounting has been well established with nondrug reinforcers; however, fewer
studies have examined the rate of delay discounting of drug reinforcers. Recently, Woolverton
et al. (2007), using a delay discounting procedure in monkeys, demonstrated that choice of a
dose of cocaine varied as a function of the delay to its receipt, and the relationship between
delay and value of the reinforcer was described by a hyperbolic function similar to that shown
with nondrug reinforcers (Green et al., 2007; Mazur, 1987).

The adjusting delay procedure measures the indifference between two alternative reinforcers:
one that is delivered immediately and another that is larger, but delivered following an adjusting
delay. The delay for the larger, delayed reinforcer is adjusted based upon choices made by the
subject, such that a choice made for the larger delayed reinforcer increases the delay to the
larger, delayed reinforcer by 1 second; whereas, a choice for the smaller immediate reinforcer
decreases it by 1 second. The mean adjusted delay (MAD) is calculated following a series of
choice trials, and it indicates the point at which the two alternatives are of equal value (i.e., are
chosen equally). This equilibrium, known as the indifference point, serves as measure of the
subject’s choices between the smaller, immediate reinforcer and the larger, delayed reinforcer.
The adjusting delay approach obtains the indifference point efficiently within a few sessions
by adjusting the delay to the larger, delayed reinforcer until both alternatives are chosen
approximately equally. This procedure allows the subject to titrate the delay. The average delay
of each session (MAD) is the dependent variable used as an index of impulsivity. This method
is different than that used to construct hyperbolic functions based on experimenter controlled
changes in delay and reinforcer magnitude that serve as independent variables in traditional
delay discounting tasks. The adjusting delay task has been used in this laboratory to examine
the delay discounting for food and cocaine infusions in rats (Perry et al., 2008), and results are
consistent with other methods. Our rationale for using the modified adjusting delay method
was to study the impact of other variables such as reinforcer magnitude, schedule parameters,
and eventually time-limited withdrawal effects (Carroll et al., 2008).

Under choice conditions in which a small dose and a relatively larger doses of a drug are
available under identical schedules and temporal conditions, the larger alternative is
consistently preferred (Johanson and Schuster, 1975). However, the introduction of various
constraints produces shifts in preference. Delay to reinforcer delivery (Anderson and
Woolverton, 2003), dose (Iglauer and Woods, 1974; Macenski and Meisch, 1998), and cost or
unit price (Bickel et al., 1990; Nader et al., 1993) are well-established determinants of choice
among available reinforcers. Using a choice procedure in rhesus monkeys, a higher dose of
cocaine was consistently chosen over a smaller one when the delays to each were equal
(Anderson and Woolverton, 2003). However, imposing delays prior to the delivery of the larger
cocaine dose produced a shift in choice to the smaller, immediate dose. Taken together, these
findings suggest that delay and reinforcer magnitude are important factors in choice. The
present study extended the analysis of schedule and reinforcement magnitude variables to
rhesus monkeys orally self-administering a drug, PCP, under an adjusting delay schedule.
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The purpose of the present study was to examine the degree to which magnitude of a reinforcer
affects choice for an immediate delivery of a small drug reinforcer vs a delayed delivery of a
larger drug reinforcer. PCP was chosen as the drug reinforcer because oral self-administration
can be readily obtained, reinforcer magnitudes can be rapidly changed, and the ability to
compare a range of variables is not limited by catheter life. Furthermore, several behavioral
economic studies have been conducted with this drug in monkeys (Carroll and Campbell,
2000) and the results have been generalized to other drugs, routes of administration, and species
(Carroll et al., 2001), and with minimal adverse effects, it is a safe drug to use for oral self-
administration. The specific goals of Experiment 1 were to examine the manipulation of the
concentration of PCP and the number of PCP deliveries. It was hypothesized that higher PCP
concentrations would be discounted less than lower concentrations, and the difference between
the magnitude of larger delayed reinforcers (6 vs 12 PCP deliveries) would be reflected in
differences in delay discounting, with 12 deliveries discounted less than 6 deliveries.
Manipulating reinforcer magnitude in the adjusting delay task has produced different results
depending upon the type of reinforcer used. In studies using rats, discounting of delayed cocaine
reinforcers was sensitive to an increase in cocaine dose, but discounting for food reinforcers
was not sensitive to an increase in number of pellets (Perry et al., 2007). Based on the findings
from that study, we expected that PCP self-administration under the adjusting delay procedure
would be sensitive to manipulation of reinforcer magnitude.

The goal of Experiment 2 was to examine the effect of altering the schedule of reinforcement
(fixed ratio, FR) on choice for an immediate PCP reinforcer (1 delivery) vs a larger, delayed
PCP reinforcer (12 deliveries). For Experiment 2, we hypothesized that increasing the amount
of effort required to obtain the small, immediate reinforcer and the larger, delayed reinforcer
would result in a shift between preference for the small, immediate reinforcer to the larger,
delayed reinforcer as reflected in higher indifference points (MADs). Previous research using
choice procedures suggests that increasing the FR requirement for a preferred drug reinforcer
will lead to a shift in choice to a less preferred drug reinforcer. This has been demonstrated
with orally self-administered ethanol (Stewart et al., 2002) and pentobarbital (Meisch and
Lemaire, 1989), and intravenous remifentanil (Galuska et al., 2006) in rhesus monkeys. Thus,
we expected that increasing the “cost” of the reinforcer would lead the monkeys to maximize
their effort by choosing the larger, delayed reinforcer more often.

2. Methods
2.1 Subjects

Eight adult male rhesus monkeys (Macaca mulatta) served as subjects. All monkeys had
previous experience self-administering PCP concentrations ranging from 0.0625 to 1.0 mg/ml
under various schedules of reinforcement. The monkeys were maintained at 85% of their free-
feeding body weights (7.8–13 kg) by adjusting their daily food allotment (Harlan Teklad
monkey chow, Bartonville, IL). Monkeys were given fresh fruit, vegetables, or trail mix daily
to supplement their diet. Monkeys had free access to water except during the experimental
session and for two hours prior to, and 1.5 hours following the experimental session. Following
the experimental sessions, movies were played for enrichment. Other enrichment objects
including a hanging wooden log and one loose toy were provided to the monkeys at all times.
Experiments were conducted in humidity- and temperature-controlled vivarium rooms under
a 12-hr light/dark cycle (lights on at 0600 hr) that contained 10 or 12 monkeys each. All
procedures and protocols were approved by the University of Minnesota Institutional Animal
Care and Use Committee under protocol number 0710A15141. Laboratory facilities were
accredited by the American Association for the Accreditation of Laboratory Animal Care
(AAALAC). Laboratory practices were carried out in accordance with the Principles of
Laboratory Animal Care (National Research Council, 2003).
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2.2 Apparatus
Monkeys were housed in individual, custom-made stainless steel cages (83 cm in width × 76
cm in height × 100 cm in depth; Lab Products, Maywood, NJ) consisting of solid back and
side walls, a barred front door, grid floors and a primate perch. One side of each cage was
modified to accommodate an operant panel. Each operant panel contained 2 brass spouts (1.2
cm in diameter) that extended 2.7 cm into the cage through circular apertures in the wall about
45 cm above the cage floor, and the spouts were mounted equidistantly from the center and
sides of the cage. There were 3 stimulus lamps placed equidistantly on the panel. Two green
stimulus lamps were located above the spouts, and one red stimulus lamp was located
equidistantly in the center of the panel. Each spout was mounted on clear Plexiglas with 2 green
and 2 white stimulus lamps embedded within it. The small green and white stimulus lamps
were illuminated upon lip contact for PCP or water, respectively. When the appropriate number
of lip contact responses had been made, a solenoid valve opened allowing 0.6 ml of liquid to
flow from the 2000-ml reservoirs suspended above and mounted to the outside of the panel
attached to the cage. Scheduling and recording of events were accomplished using Med-PC
software (Med-PC®. for Windows) and associated interfaces (Med Associates, St Albans, VT)
located in an adjacent room.

2.3 Delay discounting procedure
All monkeys were initially trained to self-administer PCP at a concentration of 0.25 mg/ml
according to concurrent FR 8 schedules of reinforcement, such that the eighth lip contact
response resulted in delivery of the solution. Responses made on one spout counted toward the
completion of an FR that terminated in either 1) a single delivery of PCP (0.6 ml/delivery)
given immediately (small, immediate reinforcer), or 2) a bundle of multiple (6 or 12) deliveries
(0.6 ml each) each given under an FR 1 lip-contact response requirement, after the lapse of a
delay (large, delayed reinforcer). Illumination of the red center stimulus lamp signaled the
beginning of the experimental session and the availability of a choice on one of two spouts. A
choice consisted of the first lip-contact response on either spout in the presence of the red center
stimulus light. Once the choice was made, the red center stimulus light extinguished and the
green light above the chosen spout was solidly lit to signal the chosen spout. Once the first lip-
contact response was made, the choice was “locked in” on that spout until the response
requirement was completed. Responding on the other spout had no scheduled consequences.
A contingency to prevent switching between spouts (i.e., a change-over delay) was not used,
and responses made during the delay did not reset the delay. The FR values were always the
same on both spouts. A choice on the large, delayed reinforcer-associated spout consisted of
a single response on that spout and completion of the FR requirement was signaled by the
flashing of the green stimulus lamp above the spout for the duration of the delay. Once the
delay elapsed, the light remained solidly on, and 6 or 12 deliveries were available on an FR 1
schedule of reinforcement. Consumption of the deliveries was not governed by a limited hold.
Following the final delivery, the green stimulus lamp above the spout extinguished and 5 sec
later, the center red stimulus light was illuminated signaling the availability of the next choice.
A choice made on the small, immediate reinforcer-associated spout was signaled by the onset
of the green stimulus lamp above it. Upon completion of the FR 8 response requirement, a
single delivery of PCP was administered upon the next response. The delay preceding the
delivery of the large, delayed reinforcer was determined according to the adjusting delay
procedure. Following a choice on the large, delayed reinforcer-associated spout, the delay to
the next large reinforcer increased by 1 sec; whereas, a choice made on the immediate, small
reinforcer- associated spout resulted in a decrease of the delay to the next large reinforcer by
1 sec. At the beginning of the experiment, the delay was set at 10 sec, but thereafter the
beginning delay for each daily experimental session was equal to the ending delay from the
previous day’s experimental session, such that it was a continuation from the last session. This
approach allowed the monkeys to titrate their delay around their indifference point, and the
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first several choices of each day were not determined by an effort to return to that indifference
point or titration range. Rather, they were determined by the reinforcer magnitude and
reinforcement schedule parameters under study. This approach also reduced within-subject
variability. The minimum and maximum delays were 0 and 120 sec, respectively. The spout
associated with the larger, delayed reinforcer alternated each day with the spout associated
with the smaller, immediate reinforcer to discourage the development of spout/side
preferences. The monkeys were not restricted to a number of choices during the 3-hr session.

The cumulative delays were calculated and divided by the total number of choices the subject
made during the session. The resulting number was the MAD, which served as the indifference
point, and a measure of impulsivity. Completion of FR requirements for lip contacts on the
two spouts was independent for the 2 spouts (i.e., responding under the FR on one spout was
unaffected by responses under the FR on the other spout). Experimental sessions were
conducted 7 days per week from 1000 to 1300 hr. Water was available ad libitum (FR 1) on
both spouts from 1430 to 0800 hr.

2.4.1. Experiment 1: Effect of PCP concentration and reinforcer magnitude
Following stabilization of delay discounting maintained by 0.25 mg/ml PCP, defined as no
increasing or decreasing trends in MAD, other concentrations of PCP (0.0625, 0.125, 0.5, and
1.0 mg/ml) were substituted and tested in a similar manner under FR 8. Subsequent to
determining the concentration response relationship for a small, immediate reinforcer and 6
delayed deliveries (larger, delayed reinforcer), the size of the larger, delayed reinforcer was
increased from 6 to 12 deliveries and the concentration-response relationship was reexamined.

2.4.2. Experiment 2: Effect of schedule of reinforcement
In this experiment, monkeys self-administered 0.25 mg/ml PCP under the adjusting delay
schedule for 1 delivery of PCP available immediately or 12 PCP deliveries available following
a delay. Once self-administration became stable, delay discounting for PCP was evaluated at
FR 8, 16, 32, 64 and 96. Monkeys self-administered PCP at each FR for 7 days. FR requirements
for lip contacts were the same for both the immediate- and delay-associated spouts, and they
were tested in an ascending order. Subsequently, delay discounting was reexamined at FR 8,
under similar conditions as the first evaluation. After completing testing under all FR
requirements, the concentration-response relationship was redetermined at FR 32 to compare
the effect of altering the schedule of reinforcement across PCP concentrations.

2.5 Drugs
Phencyclidine HCl was obtained from the National Institute on Drug Abuse (Research Triangle
Institute, Research Triangle Park, NC). PCP solutions were mixed in tap water 24 hr prior to
each session, and they were stored at room temperature. The PCP concentrations (0.0625,
0.125, 0.25, 0.5 and 1.0 mg/ml) refer to the weight of the HCl salt.

2.6 Data analysis
For concentration-response determinations in Experiments 1 and 2, data from the first five
consecutive days in which there were no upward or downward trends in MAD or total deliveries
were used for analysis. Previous oral PCP self-administration studies conducted in this lab used
similar 5-day criteria (Newman et al., 2007; Perry et al., 2006). The number of days preceding
the observation of stability varied unsystematically across conditions. Typically 5 days were
sufficient to reach stability criteria, as the monkeys rapidly adapt to concentration and schedule
changes (e.g. Rodefer and Carroll, 1999). For Experiment 2, the last 6 days of a 7-day period
were used. While formal trend analyses were not conducted, trends in both MAD and total
number of deliveries across the 7-day FR condition were not observed. The 6-day period was
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used for analyses to control for potential spout preferences by having an equal number of
sessions on each spout. The dependent variables of interest were number of PCP deliveries
obtained, MAD, choices for immediate and delayed reinforcers, and percent choice for the
delayed reinforcers. Mean data obtained for the group of 8 monkeys were subjected to a
repeated measures two-way analysis of variance (ANOVA). For Experiment 1 the dependent
variables were examined as a function of PCP concentration and size of delayed reinforcer (6
vs 12 deliveries). Similar but separate analyses were conducted to examine the effects of
changing the FR requirement from FR 8 to FR 32 on number of deliveries, MAD, and percent
choice for the larger, delayed reinforcer in Experiment 2. For Experiment 2, the MAD, numbers
of PCP deliveries obtained, and numbers of choices were examined as a function of FR
requirement using a one-way repeated measures ANOVA. A repeated measures t-test was used
to compare MAD values obtained at FR 8 before (FR 8) and after (FR 8 R) the increase in FR
requirements. A one-way repeated measures ANOVA was used to examine numbers of choices
at FR 8 before and after (FR 8 R) the increase in FR requirement. For all ANOVA, Newman-
Keuls post-hoc tests were performed when a significant overall effect was observed (P < 0.05).

3. Results
3.1. Experiment 1: Effect of PCP concentration and reinforcer magnitude

All 8 monkeys reliably self-administered PCP on the concurrent adjusting delay schedule of
reinforcement. The 1.0 mg/ml concentration of PCP was tested only under the 1 v 6 delivery
condition due to the intake of near-sedative levels of PCP by some monkeys when higher
numbers (12) of delayed deliveries were available. Similar levels of intoxication were not
observed with other PCP concentrations. Therefore, the data obtained with this 1.0 mg/ml are
shown in Figure 1, but they were excluded from statistical analyses because they were not
tested in both delivery conditions.

The total numbers of PCP deliveries obtained varied in an inverted U-shaped pattern as a
function of the PCP concentration available, but deliveries did not differ significantly across
PCP concentrations under this adjusting delay schedule [F (3, 63) = 2.29; Figure 1a]. The
concentration-response relationship assumed an inverted U-shaped function regardless of the
number of deliveries available after the delay. When the delayed reinforcer was 6 deliveries,
the concentration-response curve was generally lower than it was for 12 deliveries, and no
differences in deliveries were found across concentrations. However, when the size of the
delayed reinforcer was increased to 12, the concentration-response curve was relatively steeper,
a general upward shift in the concentration response curve was observed, and this overall shift
upward was statistically significant [F (1, 63 = 5.77; P < 0.05]. Post hoc analyses indicated
that a significant difference between the 6 and 12 delivery conditions was found at the 0.25
mg/ml concentration (P < 0.01).

The MAD is shown in Figure 1b as a function of PCP concentration and reinforcer size. The
concentration response curve for 1 v 6 deliveries was only modestly affected by change in the
concentration of PCP. The MAD was maintained at around 5 sec (range 4.0 to 5.8 sec) across
PCP concentrations. When the number of delayed deliveries was increased from 6 to 12, the
concentration curve shifted slightly to the left. Statistically significant differences in MAD
were not detected either as a function of concentration [F (3, 63) = 0.50] or size of the reinforcer
[F (1, 63) = 0.34].

The percent of larger, delayed reinforcer choices was also generally not affected by
concentration of PCP available (Figure 1c). The mean percent of the total choices that were
made for the larger, delayed reinforcer was generally between 20 and 30 percent for both the
1 v 6 and 1 v 12 delivery conditions. Statistically significant differences were not observed in
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percent of larger, delayed reinforcers as a function of PCP concentration [F (3, 63) = 0.41] or
as a function of size of the delayed reinforcer [F (1, 63) = 3.73].

3.2. Experiment 2: Effect of schedule of reinforcement
Figure 2a shows the effects of increasing FR requirement on the number of PCP deliveries
obtained when the choice was between a single PCP delivery administered immediately after
the FR completion or 12 PCP deliveries that were available following a delay. Six of eight
monkeys completed testing at FR 96, as ratio strain led to extinction in two monkeys. As FR
requirement for each reinforcer (1 v 12 deliveries) was increased, the number of PCP deliveries
decreased significantly [F (4, 39) = 22.52, P < 0.0001]. Post-hoc tests indicated that
significantly fewer PCP deliveries were obtained at FR 32, FR 64, and FR 96 compared to FR
8 (P < 0.01). Compared to FR 16, fewer deliveries were obtained at FR 32 (P < 0.05), FR 64
(P < 0.05), and FR 96 (P < 0.01), and compared to FR 32, significantly fewer deliveries were
obtained at FR 64 (P < 0.05) and FR 96 (P < 0.05).

Figure 2b shows the effects of increasing FR requirement on the MAD values. As FR
requirement increased, MAD for the group of monkeys increased significantly [F (4, 39) =
11.27, P < 0.0001]. Compared to FR 8, the MAD was significantly higher at FR 64 (P < 0.05)
and FR 96 (P < 0.01). A significant increase in MAD also occurred when the FR value was
increased from FR 16 to FR 64 (P < 0.05) and to FR 96 (P < 0.01). Additionally, significant
differences were found between FR 32 and FR 96 (P < 0.01) and FR 64 and FR 96 (P < 0.05).
Figure 2c shows total numbers of choices made, separated into smaller, immediate and larger,
delayed reinforcer choices. Generally, as FR requirement increased, smaller, immediate
reinforcer choices decreased to a greater degree than larger, delayed reinforcer choices. A
significant main effect was found for choice [F (1, 79) = 8.74, P < 0.001]. Post-hoc tests
revealed significant differences between smaller, immediate and larger, delayed reinforcer
choices at FR 8 (P < 0.01) and FR 16 (P < 0.01), but not at FR 32, FR 64 or FR 96. An overall
significant effect of FR value was also found [F (4, 79) = 24.14, P < 0.001] indicating choices
significantly decreased as FR requirement increased. Post-hoc analyses of smaller, immediate
reinforcer choices indicated significant differences between FR 8 and FR 16 (P < 0.05), FR
32, FR 64, and FR 96 (P < 0.01). Significant differences were also found between FR 16 and
FR 32 (P < 0.05), and between FR 64 and FR 96 (P < 0.01). Post-hoc analyses of larger, delayed
reinforcer choices revealed significant differences between FR 8 and FR 64 (P < 0.05) and FR
96 (P < 0.05).

After assessing the change in FR requirement, MAD and choice were re-evaluated under the
FR 8 schedule of reinforcement. Figure 3a shows that the MAD obtained at FR 8 following
the FR requirement increase was significantly greater compared to the MAD obtained initially
[t (7) = 2.71, P < 0.05)]. Figure 3b shows the total number of choices separated by small,
immediate reinforcer choices and larger, delayed reinforcer choices. Choice distribution was
similar between the initial FR 8 and the FR 8 retest conditions. A repeated measures two-way
ANOVA revealed that there were no significant differences between the numbers of larger,
delayed reinforcer choices and numbers of smaller, immediate reinforcer choices between the
two FR 8 conditions [F (1, 31) = 0.26]. However, the numbers of smaller, immediate reinforcer
choices was significantly greater than the numbers of larger, delayed reinforcer choices under
both FR 8 conditions [F (1, 31) = 12.52, P < 0.01].

The concentration-response curve was re-examined at FR 32, with the larger delayed reinforcer
consisting of 12 individual deliveries. Figure 4a shows the numbers of PCP deliveries obtained
across PCP concentrations. Analyses indicate that the numbers of PCP deliveries obtained
under FR 32 were significantly less than that obtained at FR 8 [F (1, 63) = 13.94, P < 0.01].
Post-hoc tests revealed that significantly fewer PCP deliveries were obtained under FR 32 than
FR 8 when the 0.25 mg/ml concentration was available (P < 0.01). Figure 4b shows MAD
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across PCP concentrations. A significant effect of FR requirement was found for MAD values
indicating that MAD increased under FR 32 [F (1, 63) = 19.33, P < 0.01]. Post-hoc tests
indicated that MAD values obtained under FR 32 conditions were significantly greater than
those obtained under the FR 8 condition when 0.0625 (P < 0.05), 0.125 (P < 0.05), and 0.5
mg/ml (P < 0.01) PCP concentrations were available. Although the shapes of the concentration-
response curves were similar, increasing the FR requirement from 8 to 32 produced a nearly
2-fold increase in MAD at all PCP concentrations. When the percent choice for the delayed
reinforcer was examined (Figure 4c), a significant effect of FR condition was observed [F (1,
63) = 15.16, P < 0.01] indicating that the percent of choice for the larger delayed reinforcer
was higher at FR 32 than at FR 8. Post-hoc tests revealed significant increases in percent larger,
delayed reinforcer choices at FR 32 (vs. FR 8) at 0.0625 (P < 0.05), 0.125 (P < 0.01), 0.25
(P < 0.01), and 0.5 mg/ml PCP (P < 0.01).

4. Discussion
The findings of the present study demonstrate that monkeys discounted delayed self-
administered oral deliveries of PCP using an adjusting delay procedure. The concentration-
effect relationship for PCP deliveries was characterized by an inverted U-shaped curve,
suggesting that self-administration of PCP under adjusting delay conditions was orderly and
varied with PCP concentration as it has done under other schedules of reinforcement. In fact,
the peak of the delivery concentration-effect functions (Fig. 1 and 4) was similar to that reported
previously (Carroll and Meisch, 1980;Carroll and Stotz, 1984). However, the concentration-
effect curves were less steep than typically found under conditions in which water is
concurrently available under a simple FR schedule. Re-examining the PCP concentration-
effect relationship confirmed that a higher FR requirement was more effective than changing
reinforcer magnitude in shifting the MAD values.

Under most conditions, monkeys preferred the immediate reinforcer (a single delivery of PCP)
to a larger, delayed reinforcer (access to a bundle of 6 or 12 deliveries). None of the monkeys
exclusively chose one alternative over the other, as inferred by MAD values being above the
minimum (0 s) and below the maximum (120 s) possible values. Temporal distribution of
response allocation was not measured in these experiments, and the absence of response
distribution data precludes analysis of response patterns. However, because the MAD values
did not reach the highest or the lowest possible values, it can be inferred that the monkeys
distributed their choices between the two alternatives. Other studies have shown that increasing
the delay to larger reinforcers led to a decrease in choices for the larger, delayed reinforcer
(and increased choice for the smaller, immediate reinforcer available without delay)
(Woolverton et al., 2007). With the current procedure, one possibility is that the subjects
consistently chose one alternative for a period and then switched to the other alternative, the
end effect being that they repeatedly chose the large alternative until the delay became too
high, then ‘drove down’ the delay by repeatedly choosing the small reinforcer. It should be
noted that the monkeys did not ‘drive down’ the delay by consistently chose the small,
immediate reinforcer (which would effectively eliminate the delay). Assuming that the
monkeys were sensitive to the adjusting delay, this suggests the possibility that effort was
allocated to maximize reinforcement. Examination of local response allocation would be
necessary to support this hypothesis. Interestingly, results of other studies using the adjusting
delay task have suggested such oscillating patterns of choice could occur (Cardinal et al.,
2002). Such shifting between alternatives within session could explain the lack of a robust
effect of reinforcer magnitude. Other data from our laboratory with monkeys self-administering
different PCP concentrations under concurrent and independent progressive ratio schedules
indicate that the monkeys’ response patterns oscillate from one spout to another over time to
optimize the unit price (responses/mg). Thus, monkeys responded under a progressive ratio on
the side with the higher concentration and then switched to the side with the lower concentration
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when the unit price on the higher side exceeded that on the lower side (Rodefer and Carroll,
1999). Although an intricate time analysis was beyond the scope of the current study, it is likely
that the monkeys optimized their responding with regard to responses/mg and mg/s.

Examination of magnitude of reinforcer in delay discounting procedures has produced
equivocal results. Magnitude of a delayed food reinforcer did not impact the rate of discounting
in pigeons or rats (Green et al., 2004). Discounting of a delayed water reinforcer was not
significantly related to the volume of the delayed reinforcer (Richards et al., 1997). Both of
the aforementioned studies used an adjusting amount procedure. The adjusting amount
procedure is similar to the adjusting delay procedure, but instead of controlling the delay to
the larger, delayed reinforcer, subjects’ responses increase or decrease the amount of the
immediate reinforcer. The adjusting amount procedure and the adjusting delay procedure
produce similar estimates of delay discounting (Green et al., 2007). In a study using sucrose
solutions as the reinforcer, indifference points varied as a function of sucrose concentration,
and the relationship between indifference point and sucrose concentration assumed an inverted
U-shaped curve (Farrar et al., 2003). Differences in the effects of reinforcer magnitude across
studies may be related to experimental conditions, reinforcers, and species. Using an adjusting
delay procedure in rats, the magnitude of cocaine reinforcers (i.e., dose of intravenous
infusion), but not size of food reinforcer (i.e., number of pellets), affected rate of discounting
(Perry et al., 2007). In studies using rhesus monkeys, increasing the dose of the delayed cocaine
reinforcer led to a shift in preference from immediate to delayed reinforcers (Anderson and
Woolverton, 2003; Woolverton et al., 2007). Thus, it is possible that procedural differences
could account for the absence of a magnitude effect in the present study. A major procedural
difference between the present study and others using drugs as reinforcers is that intravenous
self-administration allows different magnitudes (dose) of the drug reinforcer to be delivered
based upon completion of one response requirement; whereas, the oral self-administration
procedure required added effort of lip contact responses to obtain each 0.6 ml delivery of the
drug, and the subsequent swallowing response. Thus, additional time and effort differentiate
the oral method from the intravenous method. Moreover, manipulation of PCP concentration
could be affected by gustatory factors that vary with concentration, as higher concentrations
of PCP may have an aversive taste.

In Experiment 2, increasing the work requirement, or FR value, necessary to obtain the
reinforcer resulted in a systematic change in the MAD, and a decrease in the numbers of
reinforcers. However, the increase in MAD could be attributed to the proportionally greater
decrease in number of smaller, immediate reinforcer choices compared to the decrease in the
number of larger, delayed reinforcer choices. This indicates that the number of choices for the
larger, delayed reinforcer did not increase with increases in FR value, rather the number of
choices for the small, immediate reinforcer decreased. This finding suggests that preference
for the smaller, immediate reinforcer was more sensitive to increasing cost than the larger,
delayed reinforcer. It should be noted that under the present conditions, monkeys were free to
make as many choices as they could during the 3-hr session; that is, the choices were not
restricted by a set number of trials. The free-operant choice used in the present study may have
affected the allocation of choices. For example, if the number of trials were limited, the
monkeys’ behavior may have adapted to these constraints such that more economical choices
would have been made.

Despite the increase in magnitude of the delayed reinforcer (i.e., 1 v 6 or 1 v 12), the number
of choices made for the immediate alternative significantly exceeded the number of choices
for the larger alternative until high FR values were reached. The response output required to
obtain the immediate reinforcer outweighed the overall response output necessary for obtaining
the larger delayed reinforcer and behavior was not dictated by the unit price of the PCP
reinforcer, except when the FR requirement for both alternatives was very high (e.g., FR 96).
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Thus, the relative contributions of cost and benefit to the unit price were not equal, suggesting
that these findings cannot be accounted for by traditional economic theory. Further research is
needed to explore the behavioral economics underlying delay discounting using adjusting
procedures and other FR requirements.

An important consideration when interpreting the findings from Experiment 2 is that the time
that it took to complete the FR requirement imposed an additional delay, an effect that would
necessarily increase as the FR requirement increased. It has been suggested that the actual
number of responses is not as important a determinant as the time it takes to complete it
(Killeen, 1969). In procedures using smaller-sooner vs later-larger comparisons, subjects
preferred the smaller-sooner alternative when the delay was short, but as the delay to the
smaller-sooner reinforcer increased, preference switched to the later-larger alternative even
though the difference in timing between the two alternatives was held constant (Ainslie and
Herrnstein, 1981; Kirby and Herrnstein, 1995). Accordingly, the increase in time required to
complete the FR also increased the time between the trial beginning and delivery of the
reinforcer. Thus, relative delay is likely as important as the nominal delay in determining
choice.

In the present study, it was demonstrated that experience with increasing FR requirements
produced a decrease in discounting (increase in MAD) that persisted when the FR 8 requirement
was reinstated. The numbers of choices for the larger, delayed alternative increased, but the
effect was not statistically significant. As observed in the other experiments in this study, MAD
did not necessarily reflect choice allocation. This discrepancy between MAD and numbers of
choices may reflect the differences between the two types of measures, that is, choice was a
discrete measure, whereas MAD was a continuous measure. This could lead to a higher MAD
as its value was based on the proportion of selections, and could account for the discrepancy
between MAD and number of choices. The monkeys used in this study had previous self-
administration experience with various PCP concentrations and FR requirements, and
generally when a within subjects ‘ABA’ design is employed, a return to baseline levels is
observed. However, persistent changes in behavioral effects have been observed following
training procedures that require high levels of responding, such as a second-order schedule
(Carroll, 1984), and escalation of PCP self-administration during 6-hr sessions (Carroll et al.,
2005). Based on these previous findings, the present findings likely reflect an enduring effect
of training on higher FR requirements. Findings from other studies indicate that behavioral
history can alter impulsivity. Studies using laboratory animals and human subjects have shown
that training can lead to increased tolerance to the delays to reinforcement. Mazur and Logue
(1978) found that by using a fading procedure to gradually reduce a delay imposed between a
response and the delivery of a reinforcer over a history of 11,000 trials, pigeons maintained a
preference for the larger, delayed reinforcer instead of switching to the immediately available
smaller, immediate reinforcer. Behavioral modifications have also been effective in
engendering tolerance to delay of reinforcement in human subjects (Dixon et al., 2003;
Schweitzer and Sulzer-Azaroff, 1988).

In addition to schedule of reinforcement and training procedures, delay discounting and
impulsive choice are sensitive to pharmacological manipulations. Wolff and Leander (2002)
demonstrated that pigeons trained on the adjusting delay task showed increases in adjusted
delays (preference for the larger, delayed reinforcer) when chronically treated with selective
serotonin reuptake inhibitors, and decreases in adjusted delays when treated with
benzodiazepine agonists. Acute treatment with stimulants including methamphetamine
(Richards et al., 1999a), amphetamine (Wade et al., 2000; Winstanley et al., 2003), and
methylphenidate (van Gaalen et al., 2006) reduced impulsivity; however, others have shown
that cocaine and amphetamine increased discounting and impulsive choice (Evenden and Ryan,
1996; Helms et al., 2006; Logue et al., 1992). Other drugs such as ethanol (Evenden and Ryan,
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1999; Ortner et al., 2003; Poulos et al., 1998; Richards et al., 1999b) and benzodiazepines
(Cardinal et al., 2000; Evenden and Ryan, 1996) have produced varying effects on delay
discounting tasks.

Studies to date have generally used nondrug reinforcers to study impulsive behavior defined
by delay discounting as well as other measures. Few studies have examined delay discounting
of drug reinforcers. Importantly, one should consider the pharmacological effects of the drug
reinforcer as they may pertain to measuring impulsivity. As described above, drugs from
various pharmacological classes affect delay discounting for nondrug reinforcers, and a
behaviorally active dose of the self-administered drug would thus be expected to alter
impulsivity of behavior maintained by that drug. PCP, a glutamate antagonist at the NMDA
receptor channel, has been shown to disrupt various cognitive tasks. Repeated administration
PCP has been shown to impair performance on a five-choice serial reaction time task (Amitai
et al., 2007), which provides a measure of cognitive impulsivity. Previous research has shown
that cognitive deficits reflective of impaired behavioral inhibition can be produced by PCP
administered on a subchronic basis in rats (Jentsch and Taylor, 2001) and in nonhuman primates
(Jentsch et al., 2000), and these deficits could affect impusive behavior. Additional research
is necessary to determine whether monkeys with histories of PCP self-administration discount
drug and nondrug reinforcers differently than monkeys without histories of PCP self-
administration.

In summary, the present series of experiments demonstrate that under a delay discounting task,
PCP self-administration can be described as a function of concentration available. However,
the rate of discounting was not robustly affected as a function of either PCP concentration or
the size of bundled reinforcer delivery. The rate of discounting, and allocation of choices
appeared to be affected by the amount of effort required to produce the reinforcer.
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Figure 1.
(a) Mean (±SEM) numbers of PCP deliveries, (b) mean (±SEM) adjusted delay (seconds), and
(c) mean (±SEM) percent of choices made for the larger, delayed reinforcer as a function of
PCP concentration (0.0625, 0.125, 0.25, 0.5, and 1.0 mg/ml). Data represent the means of 5
sessions obtained in the group of 8 monkeys. Concentration-effect curves were obtained
separately for 1 v 6 deliveries (squares) and 1 v 12 deliveries (triangles). **P < 0.01.

Newman et al. Page 15

Pharmacol Biochem Behav. Author manuscript; available in PMC 2009 October 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 2.
(a) Mean (±SEM) numbers of PCP deliveries, (b) mean (±SEM) adjusted delay (seconds), and
(c) mean (±SEM) number of total choices as a function of FR requirement. Divided bars show
numbers of smaller, immediate reinforcer choices (white section) and larger, delayed reinforcer
choices (black section). Data represent the means of 6 sessions obtained in the group of 8
monkeys, except at FR 96, for which only 6 of 8 monkeys were tested. Solid horizontal lines
between bars indicate P < 0.05 and dashed lines indicate P < 0.01. *P < 0.05 and **P < 0.01
compared to FR 8. #P < 0.01 compared to smaller, immediate reinforcer choices.
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Figure 3.
(a) Mean (+SEM) adjusted delay (seconds) and (b) mean (+SEM) number of total choices
under an FR 8 schedule of reinforcement before (FR 8) and after (FR 8 R) exposure to higher
FR conditions. Data represents the mean of 6 sessions for the group of 8 monkeys. Divided
bars show numbers of smaller, immediate reinforcer choices (white section) and larger, delayed
reinforcer choices (black section). *P < 0.05 compared to FR 8; #P < 0.01 compared to smaller,
immediate reinforcer choices.
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Figure 4.
(a) Mean (±SEM) number of PCP deliveries, (b) mean (±SEM) adjusted delay (seconds), and
(c) mean (±SEM) percent choices made for the large, delayed reinforcer under FR 8 (filled
symbols) and FR 32 (open symbols) as a function of PCP concentration (0.0625, 0.125, 0.25,
and 0.5 mg/ml). Data represent the means of 5 sessions obtained in the group of 8 monkeys.
*P < 0.05, ** P < 0.01.
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