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Abstract

In a crowded scene we can effectively focus our attention on a specific speaker while largely ignoring
sensory inputs from other speakers. How attended speech inputs are extracted from similar competing
information has been primarily studied in the auditory domain. Here we examined the deployment
of visuo-spatial attention in multiple speaker scenarios. Steady-state visual evoked potentials
(SSVEP) were monitored as a real-time index of visual attention towards three competing speakers.
Participants were instructed to detect a target syllable by the center speaker and ignore syllables from
two flanking speakers. The study incorporated interference trials (syllables from three speakers), no-
interference trials (syllable from center speaker only), and periods without speech stimulation in
which static faces were presented. An enhancement of flanking speaker induced SSVEP was found
70-220 ms after sound onset over left temporal scalp during interference trials. This enhancement
was negatively correlated with the behavioral performance of participants - those who showed largest
enhancements had the worst speech recognition performance. Additionally, poorly performing
participants exhibited enhanced flanking speaker induced SSVEP over visual scalp during periods
without speech stimulation. The present study provides neurophysiologic evidence that the
deployment of visuo-spatial attention to flanking speakers interferes with the recognition of
multisensory speech signals under noisy environmental conditions.
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Picture yourself at a cocktail party with the attendant hubbub of multiple conversations,
background music and sundry other distracting noises. Traditionally, it is thought that the
neural encoding of speech under such noisy environmental conditions is based on an auditory
scene analysis in which competing auditory inputs are segregated into different objects (Asari
et al., 2006; Carlyon, 2004). Studies of multisensory audiovisual speech processing, however,
have demonstrated that visual information can vastly improve the perception of auditory inputs,
facilitating auditory scene analysis. For instance, it has been shown that visual information is
integrated in primate auditory cortex during the earliest stages of voice processing (Ghazanfar
etal., 2005), and that visual inputs support audiovisual speech processing under circumstances
where auditory inputs are degraded or masked by noise (Ross et al., 2007a, 2007b; Sumby and
Pollack, 1954). Additionally, it has been suggested that visual information about the spatial
location of speakers can serve as spatial cues to facilitate the processing of auditory speech
during interference (Haykin and Chen, 2005; Kidd, Jr. et al., 2005). Together, these studies
have shown that visual inputs play a crucial role during multisensory speech recognition,
especially under noisy environmental conditions.

When multiple inputs are simultaneously presented in the visual field, their cortical
representations interact in a competitive, suppressive way, especially when these inputs fall
within the same receptive fields (Beck and Kastner, 2005; Kastner et al., 1998; Luck et al.,
1997). The interactions between competing visual signals are expressed in an enhancement of
neural responses in extrastriate areas to inputs that are located inside the focus of attention and
an attenuation of neural activity to inputs surrounding the focus of attention (Hopf et al.,
2006; Muller et al., 2005). As posited by the “biased competition” model (Desimone and
Duncan, 1995), the allocation of visual attention may release attended inputs from the
suppressive interactive effects of adjacent unattended inputs. When applying this model to a
multiple speaker scenario, it would be expected that the allocation of visual attention towards
relevant and irrelevant speakers has a strong impact on the processing of speech during
interference. Inasimilar vein, it has been shown that attention towards a concurrently unrelated
task in the visual, auditory (Alsius et al. 2005), or somatosensory (Alsius et al. 2007) modalities
can reduce interactions between auditory and visual inputs during multisensory speech
processing. Interestingly, the ability to process speech in a crowded scene varies considerably
across persons (Conway et al., 2001; Wood and Cowan, 1995). For this reason, it can be
predicted that possible differences in the subject's performances to successfully process speech
in a crowded scene might be due to differences in the deployment of visual attention towards
relevant and irrelevant speakers.

To test these predictions, we examined visual processing in a multisensory speech recognition
task with three competing speakers. Sustained brain activity to visual inputs of a task-relevant
center speaker and a pair of task-irrelevant flanking speaker was monitored using the steady-
state visual evoked potential (SSVEP) as dependent measure. The SSVEP is an
electrophysiological brain response induced by using rapidly flickering (repeating) stimuli
(Hillyard et al., 1997). It has been previously shown that the amplitude of the SSVEP provides
a real-time index of attentional deployment towards visual inputs (Morgan et al., 1996; Muller
et al., 2003). Here, the SSVEP to task relevant and task irrelevant speakers, which were
presented at different flickering rates, was monitored simultaneously during interference
speech trials, no-interference speech trials, and during periods without speech stimulation. The
results showed a clear negative relationship between the degree of visual attention allocation
towards task irrelevant flanking speakers and speech recognition performance across
participants.
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Materials and Methods

Participants

Procedure

Stimuli

Seventeen neurologically normal paid volunteers participated in the study. Four participants
were excluded from the analysis on the basis of extensive eye movement artifacts. The
remaining thirteen participants (all right handed, mean age 25.5y, range 19-35y, 6 females)
reported normal hearing and had normal or corrected-to-normal vision. The Institutional
Review Board of the Nathan Kline Institute for Psychiatric Research approved the experimental
procedures, and each subject provided written informed consent.

Participants were presented with a continuous stream of multisensory audiovisual speech
stimuli in which syllables were produced either by a single center speaker (no-interference
trials) or three syllables were simultaneously produced by the three speakers (interference
trials). The participant's task was to detect the occasional appearance of the target syllable /ba/
from the center speaker and indicate targets with a right index finger button press as fast and
as accurately as possible, while ignoring syllables by the surrounding two flanking speakers
(Figure 1, a clip that shows the multiple speaker scenarios used in the study is provided in the
online Supplementary material). During the experimental runs participants were instructed to
maintain fixation at the center speaker face. In all trials, the center speaker produced one of
four syllables (/ba/, /ta/, /da/ or /ga/). The target /ba/ was presented with a probability of 20 %,
equally likely in interference and no-interference trials. Each of the two flanking speakers
produced one of three syllables (/ta/, /da/ or /ga/) in the interference trials, whereas static faces
of the flanking speakers were presented in the no-interference trials. In the interference trials,
the three speakers never produced the same syllable at a time and syllable combinations that
could evoke a McGurk illusion (McGurk and MacDonald, 1976), such as /ba/ and /ga/, were
excluded. However, other fusion effects between the three syllables in the interference trials
cannot be totally excluded. A table with all syllable combinations used in this study is provided
in the online supplementary materials. On average 68 targets and 270 non-target stimuli were
presented for interference and for no-interference trials at inter-stimulus intervals (ISI) between
613 and 1253 ms, in 160 ms steps (mean IS1 = 933 ms). During the ISI static faces of the three
speakers were presented on the screen. Additionally, 284 (i.e., 29.6% of all trials) omitted trial
periods (Busse and Woldorff, 2003) were randomly inserted into the continuous stream of
stimuli to measure the allocation of visual attention towards the three speakers without speech
stimulation. During the omitted trial periods, static faces of the three speakers were presented
for a time interval that was identical to the interval of regular experimental events (i.e., 660
ms). Each participant underwent 8 experimental blocks with 120 trials each.

In addition to the multisensory speech interference study, an auditory-alone control task was
conducted with the same persons that participated in the multisensory study. The purpose of
the control task was to estimate the impact of the visual inputs on audiovisual speech processing
in the multisensory study. The same setup as in the multisensory study was used with the
exception that completely blurred static images of the three speakers were presented instead
of real faces. Behavioral data were analyzed for the control task and directly compared with
the behavioral data of the multisensory study.

The syllables were recorded from three female speakers at frame rates of 30/s. Starting with
the onset of the lip movements, each syllable consisted of 20 frames of 33 ms duration each,
resulting in a total duration of 660 ms for each syllable. The three speakers were presented
with a visual angle of 7° between adjacent speakers (from mouth to mouth). The width of the
speakers' faces subtended a visual angle of 4.8° each. Throughout the experimental blocks the
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center speaker remained the same character. To balance any effects caused by differences
between the two flanking speakers (visual or voice characteristics), the two flanking speakers
were alternated every two blocks. The refresh rate of the monitor was set to 150 Hz (i.e., the
refresh rate duration for one single frame was 6.66 ms). Steady-state evoked potentials to center
and flanking speakers were induced by controlling the visual stimulation on a frame-by-frame
basis as follows: The visual stimulation for the center speaker alternated between on (visual
stimuli presented) and off (black frames presented) periods every 20 ms (i.e., every three
monitor refresh rates), which corresponds to a visual on-off flicker at a frequency of 25 Hz.
The on-off flicker also continued during the inter-stimulus intervals and during the omitted
trial periods. On the neural level, the sustained on-off flicker manifest as sinusoidal waveforms
with the temporal frequencies of the driving stimulus (e.g., Herrmann, 2001). For the two
flanking speakers, the on-off periods of visual stimulation alternated simultaneously for both
speakers every 26.6 ms, which corresponds to a visual on-off flicker of about 19 Hz. The 19
Hz flicker continued during the 1SI and during the omitted trial periods. Importantly, all trials,
including omitted trial periods, started with a visual-on period. The beginning of the
interference and the no-interference trials were defined by the onset of the visual lip
movements. Since all trials started with a visual-on period, it was possible to separately extract
the event-related SSVEP in response to the center speaker (25 Hz) and flanking speakers (19
Hz) for each event type. Each experimental block started with the presentation of static
flickering faces for about 10 seconds to enable the build-up of cortical SSVEP. The average
stimulus duration of the acoustic syllables was 295 ms and the onset of the sounds of the
syllables followed the onset of the visual lip movements by about 230 ms. The focus of analysis
was on the examination of the event-related SSVEP. For this reason, it was important to control
for any overlapping event-related 19 and 25 Hz responses induced by the sounds. As previously
suggested (Senkowski et al., 2007; Woldorff, 1993), a relative stimulus onset jitter of 110 ms
(more than two times the duration of a 19 Hz and a 25 Hz cycle) was used by adding or
subtracting a random time interval between +55 ms to the real acoustic sound onset in each
trial. This jitter effectively eliminated the overlapping event-related 19 and 25 Hz responses
to the acoustic inputs. The participants reported after the study to not have noticed any unusual
onset asynchronies between visual and auditory inputs. The sound pressure level (SPL) of the
syllables produced by the flanking speakers was set to a maximum of 72 dB SPL (for the
simultaneous presentation of syllables from both the left and the right flanking speakers), while
the SPL of each syllable by the central speaker was set to a maximum intensity of 65 dB SPL.
To reduce the differences in voice characteristics between the three speakers, a spline curve
FFT filter between 400 to 4000 Hz was applied to all syllables.

Data acquisition

The EEG was recorded from 2 EOG and 126 scalp electrodes (impedances < 5 kQ), referenced
to the nose at a sample rate of 500 Hz. Data were band-pass filtered from 0.05 to 100 Hz during
recording and off-line re-referenced to average reference. Averaging epochs for EEG data
lasted from 800 ms before to 800 ms after stimulus onset. Prior to averaging, baselines were
computed from a —500 to —300 ms time interval before stimulus onset (i.e.,, lip movement
onset) and subtracted from each trial. To remove artifacts from EEG signals trials were
automatically excluded from averaging if the standard deviation within a moving 200 ms time
interval exceeded 30 pV in any one of the EEG channels and 40 uV at the EOG channels in a
time interval between —500 to 600 ms. For the acquisition of event-related SSVEP, a wavelet
transform based on Morlet wavelet was employed on the average across single trials (i.e., on
the event-related potentials) for each condition (Herrmann et al., 1999). For the analysis of
event-related SSVEP in response to the flickering rate of the center speaker, a wavelet with a
center frequency of fo = 25 Hz was computed with the scaling factor a = 0.08 and a spectral
bandwidth of 6 Hz. The length of the Morlet wavelet was 480 ms. For the analysis of SSVEP
associated with the flickering rate of the two flanking speakers, a wavelet with a center
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frequency of fo = 19 Hz was computed with the scaling factor a = 0.105 and a spectral bandwidth
of 6 Hz. The length of the wavelet was 632 ms. For the generation of time-frequency
representations Morlet wavelet transformations were calculated for the event-related activity
separately for a 15 to 30 Hz range (in 0.4 Hz steps) for a midline-occipital and a left temporal
electrode. For the wavelet transformations of the time-frequency representations, no baseline
was subtracted.

Data analysis

For the analysis of reaction times (RT) to target stimuli, all trials were included in which
participants provided a response between 230 ms (i.e., sound onset) and 1000 ms after visual
motion onset. Additionally, trials in which the RT exceeded +2.5 standard deviations from the
mean RT within each condition and subject were excluded from the analysis of RTSs.

To avoid the loss of statistical power inherent when repeated measures ANOVA is used to
quantify multi-channel EEG data, the tests of amplitudes of SSVEP were limited to activity
within three regions of interest (ROIs). In line with previous SSVEP investigations, and with
the topographical distribution of SSVEP (Figure 4 and 6), we delineated one posterior ROI
which comprises a symmetrically arranged cluster of midline occipital scalp (e.g., Muller et
al., 2003). In addition, a pair of lateral temporal ROIs (left and right) that exhibited the largest
overall SSVEP enhancements to speech stimuli in the interference trials was selected. Each
ROI consisted of five channels that were topographically located over the selected scalp
regions. The focus of the SSVEP analysis was on the “standard” (i.e., non-target) stimuli. To
statistically investigate SSVEP in response to the three speakers, three analysis steps were
applied. The first analysis step was conducted to examine the effects of speech interference on
the processing of the three speakers. In line with recent observations of visual effects on
auditory speech processing (Besle et al., 2004;Hertrich et al., 2007), a response interval
between 70-220 ms after sound onset (i.e., 300-450 ms after visual motion onset) was selected
for the analysis of speech interference effects as described in further detail in Results. In the
second analysis step, the relationships between the degree of interference effects in behavioral
data, as reflected in RTs differences between interference and no-interference target trials, and
SSVEP differences between interference and no-interference trials were examined using linear
regression analyses with RT differences as independent and SSVEP amplitude differences as
dependent variables. The analyses were performed separately for each ROl when significant
differences between interference and no-interference trials were found in the first analysis step.
Finally, it was examined in regression analyses whether the sustained allocation of visual
attention towards the center and flanking speakers, as reflected in the SSVEP amplitudes during
omitted trial periods, was related to the participants’ distractibility1 during speech processing
(RT differences between interference and no-interference target trials) and to differences
between the SSVEP in interference minus no-interference trials. Again, these analyses were
conducted separately for each ROI when significant effects were observed in the first analysis
step. The mean amplitudes of SSVEP during the omitted trials were computed without baseline
correction for the time interval between 100 to 500 ms for the center and flanking speaker
separately.

Lin this article, we will use the term “distractibility” to refer to the performance difference of participants between no-interference and
interference trials. Participants with large performance differences (i.e., participants who clearly perform worse in interference compared
to no-interference trials) are labeled “high distracted”. Participants with a small performance difference are labeled “low distracted”.
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Results

Behavioral results

An analysis of variance (ANOVA) for RTs triggered to the onset of lip movements in the
multisensory task showed significantly shorter RTs in the no-interference (689 ms) compared
to the interference trials (728 ms; F(1,12)=16.22, p<.002). In addition, there was a higher hit-
rate (HR) in the no-interference (93 %) compared to interference trials (76 %; F(1,12)=11.36,
p<.007), whereas the false alarm (FA) rate did not differ significantly between no-interference
(0.5 %) and interference trials (0.9 %). In the auditory-alone control task, significantly shorter
RTs were observed for no-interference (515 ms) compared to interference trials (594 ms; F
(1,11)=17.61, p<.001). Note that RTs here were triggered to auditory onset and that one subject
who did not have hits during the interference trials in the control task was excluded from the
analysis of RTs. The HR was much higher for no-interference (90 %) compared to interference
trials (27 %; F(1,12)=69.31, p<.001), whereas the FA rate was higher for interference (5 %)
compared to no-interference trials (1 %; F(1,12)=7.03, p<.001).

In a further analysis, HR and FA rates were compared between the multisensory task and the
auditory-alone control task. The RTs were not directly compared because the visual inputs in
the multisensory task served equally as temporal cues for the sound onset in the interference
and no-interference condition. This cuing effect can interfere with the possible stronger impact
of visual inputs in the interference compared to the no-interference trials. The ANOVA for
HR, using the factors condition (interference and no-interference) and task (main multisensory
experiment and unisensory control task), revealed significant main effects of condition (F
(1,12)=48.63, p<.001) and task (F(1,12)=48.13, p<.001), and an interaction between task and
condition (F(1,12)=63.58, p<.001). The HR was higher in the multisensory (82.4 %) compared
to the unisensory control task (58.5%) and it was overall higher in the no-interference (91.2
%) than in interference trials (51.5 %). Follow-up ANOVAs were computed for interference
and no-interference trials separately using the factor task (multisensory study and unisensory
control task). For interference trials a significant higher HR in the multisensory (76 %)
compared to the unisensory control task was observed (27 %, F(1,12)=59.15, p<.001)). No
significant effects were found for no-interference trials. The ANOVA for the FA rate revealed
significant main effects of the factors condition (F(1,12)=6.23, p<0.03) and task (F(1,12)=5.76,
p<.04), and an interaction between task and condition (F(1,12)=6.31, p<.03). The FA rate was
higher in the control task (2.8 %) than in the multisensory study (0.6 %) and higher in
interference (2.9 %) compared to the no-interference trials (0.5 %). Follow-up ANOVAs were
computed for interference and no interference trials using the factor task. For interference trials,
a significant higher FA rate was found in the control task (5 %) compared to the multisensory
study (0.9 %; F(1,12)=6.04, p<.03). No significant effects were observed for no-interference
trials. The results showed that the presentation of visual speech inputs clearly improved speech
recognition during interference in the multisensory study.

SSVEP and behavioral results

Time-frequency representations of posterior event-related SSVEP showed two bands of
enhanced spectral activity at precisely the flickering rate of the flanking speakers (19 Hz) and
the center speaker (25 Hz) (Figure 2 and Supplementary Figure 1). Repeated measurement
ANOVAs were performed separately for the wavelet transformed event-related 19 Hz (flanking
speakers) and 25 Hz (center speaker) responses using the within subject factors condition
(interference, no-interference) and ROI (left lateral temporal, right lateral temporal, and
occipital). The ANOVA assessing SSVEP amplitudes induced to the flanking speakers
revealed a significant main effect of ROI (F(1,12)=6.72, p<.005) due to larger amplitudes at
posterior (0.06 uV) compared to temporal ROIs (mean left/right: 0.01 uV). In addition, a
significant interaction between condition and ROI was found (F(1,12)=5.26, p<.02). Follow-
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up ANOVAs for the three ROIs separately revealed a significant effect of condition for the left
temporal ROI (F(1,12)=11.62, p<.006) due to larger amplitudes during interference (0.07 pV)
compared to no-interference trials (—0.02 pV, Figure 3 and 4). No other significant effects were
found.

In further analyses the left temporal SSVEP enhancements to flanking speakers during
interference trials was investigated in relation to the subject's distractibility in behavioral
performance, as indexed in RT differences between interference and no-interference target
trials. Linear regression analyses between the left temporal SSVEP interference effects to
flanking speakers (interference minus no-interference trials) and the interference effects in RTs
(interference minus no-interference trials) revealed a positive relationship (standardized Beta=.
78, p<.003). The degree of SSVEP enhancement to flanking speakers was closely related to
the distractibility of participants in behavior — those who had higher enhancements were more
distracted as shown by prolonged RTs. No such effects were found for right temporal or
occipital responses (Figure 5). However, this effect might be, in part, related to extreme or
outlier values. Therefore, a non-parametric Spearman rank correlation was computed, which
is more robust to outliers. Confirming the finding from the linear regression analysis, this
analysis also revealed a significant association between the SSVEP enhancements to flanking
speakers in the interference compared to no-interference trials and the interference effect in
RTs (rho = .65, p < 0.02).

Next, the association between the sustained allocation of visual attention, as reflected in the
SSVEP during omitted trials, and the behavioral distractibility (RTs to interference minus no-
interference trials) during speech processing was investigated. A split-half comparison of time-
frequency representations and topographic maps between the six participants with the highest
degree of distractibility in behavioral performance and the six participants with the lowest
degree of distractibility in behavioral performance revealed clear effects over posterior regions
for the flanking speaker induced SSVEP (Figure 6). The posterior SSVEP in response to the
flanking speakers was much larger (0.83 V) in participants with a high degree of distractibility
in behavioral data than in participants with a low degree of behavioral distractibility (0.39
uV) (independent-measures ANOVA: F(1,10)=7.01, p <.024). The RT difference between
interference and no-interference trials was significantly larger in highly distracted participants
(63 ms) compared to less distracted participants (17 ms, F(1,10)=7.44, p <.021), whereas the
overall RTs for interference and no-interference trials did not differ between highly and less
distracted participants. Complementing this analysis, the relationships between omitted trials
SSVEP and RTs differences between interference and no-interference trials were also
examined across all participants using linear regression analyses. For the SSVEP induced by
the visual inputs from flanking speaker, a significant relationship was found for the posterior
ROI (standardized Beta=.73, p<.007, Figure 7). This relationship was also significant when a
non-parametric Spearman rank correlation was used (rho = .55, p < 0.05). Participants with
attenuated SSVEP during omitted trial periods showed better behavioral performances during
speech processing than participants with enhanced SSVEP. A trend toward a significant
association between the flanking speakers SSVEP and interference effects in behavioral data
was observed for the right temporal ROI (standardized Beta=.55, p<.06), whereas no effects
were found for the left temporal ROI and for the linear regression analyses of the center speaker
SSVEP.

Finally, it was tested across participants whether there was an association between the posterior
SSVEP in responses to flanking speakers during omitted trial periods and the left medial
temporal amplitude enhancement found in flanking speakers SSVEP for interference compared
to no-interference trials. The linear regression analysis revealed a close association between
the posterior flanking speakers SSVEP during omitted trial periods and the left medial temporal
amplitude enhancement of flanking speakers SSVEP during speech interference trials
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(standardized Beta=.74, p<.004). Participants with higher occipital flanking speakers SSVEP
during omitted trial periods showed stronger enhancements of SSVEP for interference
compared to no-interference trials than participants with smaller omitted trial flanking speakers
SSVEP.

Discussion

In this study we examined the effects of visual spatial attention on multisensory speech
processing in a multiple speaker scenario. By monitoring SSVEP as a real-time index for the
allocation of visual attention in a multiple speaker scenario, we observed that the deployment
of attention towards the visual inputs from flanking speaker interferes with speech recognition
performance. We discuss these findings in detail below.

Visual attention during multisensory speech processing

A robust increase in behavioral performance was found for the interference trials when the
visual information was presented during the multisensory manipulation compared to when it
was not presented during the auditory-alone control task (i.e., the improvement in accuracy
was fully 49 %). In line with previous studies (Ross et al. 2007a; Sumby and Pollack, 1954),
this result revealed further evidence that visual inputs can facilitate speech recognition under
noisy environmental conditions.

When comparing the SSVEP during interference to those during no-interference trials in the
multiple speaker interference task, we observed an enhancement of responses over left
temporal scalp 70-220 ms after the sound onset in response to the flanking speaker inputs.
Interestingly, it has been shown that auditory “what” and “where” processing of speech stimuli
in temporal cortex (Ahveninen et al., 2006) and involuntary attention switches to distracting
auditory inputs (Escera et al., 2000) occur at similar latencies. Moreover, the latency of the left
temporal interference effect also fits with the latency of recently reported visual influences on
audiovisual speech processing in auditory cortex (Besle et al., 2004; Hertrich et al., 2007). As
such, it is likely that the observed enhancement of SSVEP during interference trials reflects
speech related processing of the visual flanking speakers inputs. The observation that the
interference effect was localized over the left hemisphere is in line with the left hemispheric
dominance in audiovisual speech processing. This dominance has been previously localized
to auditory cortex, superior temporal sulcus (STS), and medial and superior temporal gyri
(MTG and STG, respectively) (Callan et al., 2004; Calvert et al., 2000; Miller and D'Esposito,
2005; Saint-Amour et al., 2007). We therefore suggest that the effect reported here over left
temporal scalp after the acoustic presentation of the syllables may reflect the processing of
visual signals from flanking speakers in left hemispheric speech related regions.

A second finding of note was the correlation between the left temporal interference effect in
flanking speaker induced SSVEP and the distractibility of participants in behavioral
performance — participants who showed the largest enhancements in the interference trials had
the worst speech recognition performance. Attention towards the visual inputs of an
audiovisual object has been shown to enhance the processing of simultaneously presented
auditory stimuli in auditory cortex (Busse et al., 2005). In addition, stronger multisensory
interactions have been reported for attended compared to unattended audiovisual inputs in
space (Senkowski et al., 2005; Talsma and Woldorff, 2005). We therefore assume that highly
distracted participants were less able to neglect the visual inputs from flanking speaker and
that this may have caused a stronger interference effect from these inputs. However, against
our predictions, there were no differences in the center speaker SSVEP between interference
and no-interference trials. The amplitude of occipital center speaker SSVEP clearly declined
after the onset of speech inputs (Figure 2), whereas the amplitude of the SSVEP to flanking
speakers increased. Since the most robust decline for the center speaker SSVEP was found
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after sound onset, it might be that the onset of the auditory speech inputs has triggered an
attention shift from vision to audition, which would be in line with a recent fMRI study that
has shown a decrease in visual cortex activity when attention is shifted from the visual to the
auditory modality (Shomstein and Yantis, 2004). Similar suppression of visual processing
during auditory attention has also been seen in event-related potential (ERP) studies (Foxe et
al., 1998; 2005). The shift of attention from vision to audition in the present study might have
attenuated or masked possible suppressive effects from the flanking speaker inputs on the
processing of the visual speech signals from the center speaker. Future studies will be necessary
to examine in more detail whether and under which conditions visual processing of attended
center speaker may be affected by interfering speech signals from flanking speakers.

When interpreting these results, it is important to consider the possible influence of differences
in stimulus properties between interference and no-interference trials. It might be that visual
motion induced event-related responses in the frequency ranges of the flanking speakers (19
Hz) or the center speaker (25 Hz) overlapped with the phonemic processing of the audiovisual
speech inputs. For instance, in the interference trials the faces (e.qg., the lips) of all three speakers
were simultaneously in motion, whereas in the no-interference trials only the center speaker
produced a syllable. However, the effects on flanking speakers SSVEP were found 70-220 ms
after the onset of auditory inputs and thus 300-450 ms after the onset of the visual lip movement.
Event-related 19 Hz and 25 Hz visual responses at this latency are usually jittered across trials,
and thus tend to cancel out during time-locked averaging (Senkowski et al., 2006). Moreover,
if the visual motion induced event-related responses due to differences in stimulus properties
had influenced the results, we would have expected to find enhancements in both 19 Hz and
in 25 Hz SSVEP, and that these effects would primarily occur over posterior scalp (Muller et
al., 1998a). To control for overlap of possible event-related 19 Hz and 25 Hz responses to the
auditory speech inputs on the SSVEP, a relative onset time jitter of auditory stimuli was used
to effectively eliminate the event-related responses in these frequency ranges (Woldorff,
1993). In seminal work examining the convolution of overlapping activity from temporally
adjacent ERPs, Woldorff posited that “the effective jitter range needs to be larger than the
period of the slowest dominant waves in the overlapping responses” (Woldorff, 1993, p. 99).
In the present study the relative onset jitter was 110 ms, which is twice the length of a 19 Hz
cycle (~ 53 ms). Assuch, itis implausible that auditory event-related responses due to stimulus
property differences between interference and no-interference trials could have contributed to
the enhanced flanking speakers SSVEP over left temporal scalp.

Finally, it is possible that other factors, including non-speech related ones, may have
contributed to the results. For instance, it is not clear whether simple visual motion inputs in
combination with auditory speech sounds would have led to similar interference effects.
Additionally, it would be also interesting to examine possible interference effects for conditions
where the flanking speakers move their lips without producing auditory syllables and when
degraded auditory syllables would be presented by the flanking speakers.

Sustained visual attention during omitted trial periods

The amplitude of occipital SSVEP induced by the visual signals from the flanking speaker
during omitted trial periods was negatively related to the behavioral performance of
participants during speech recognition in the multiple speaker condition. Participants with large
SSVEP in response to the visual inputs from flanking speakers during omitted trial periods
were more distracted in speech recognition than participants with small SSVEP. This effect
was most robust over occipital areas including extrastriate cortex. In line with observations of
enhanced posterior SSVEP for attended compared to unattended visual stimuli (Hillyard et al.,
1997; Muller et al., 1998b), it seems likely that the SSVEP amplitude during omitted trial
periods is related to the allocation of visual attention towards the visual inputs of the flanking
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speakers. Therefore, we suggest that the enhanced occipital SSVEP in highly distracted
participants is the result of a more pronounced sustained deployment of visual attention towards
the flanking speakers. This interpretation fits also with the observed positive relationship
between the occipital SSVEP to flanking speakers during omitted trial periods and the left-
temporal amplitude increase during speech processing in interference compared to no-
interference trials.

Summary and Conclusion

The present study provides, to our knowledge, the first neurophysiologic evidence for the
important role of visuo-spatial attention in speech recognition during multiple speaker
interference. We found that participants who allocated more spatial attention towards the visual
inputs from flanking speakers were more distracted in speech recognition performance than
those who allocated less attention to these inputs. This raises the question about the general
nature of visual information processing in multiple speaker interference scenarios. It has been
recently suggested that most cortical operations are multisensory in its essence (Foxe and
Schroeder, 2005; Ghazanfar and Schroeder, 2006). As such, our study suggests that the
deployment of attention towards visual signals from flanking speakers has a negative influence
on the recognition of multisensory speech signals. Conclusively, our data showed that the
recognition of speech under noisy environmental conditions involves the processing of the
multiple sensory inputs of a scene and that the deployment of visuo-spatial attention towards
irrelevant inputs from flanking speakers has a clear negative impact on multisensory speech
recognition.
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Refer to Web version on PubMed Central for supplementary material.
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Task: Detect /ba/ from center speaker

Interference No-interference

Flickering rate Flickering rate
19Hz 25Hz 19Hz 19Hz  25Hz 19Hz

/dal  [gal  ftal /gal

Figure 1.

a) Three horizontally aligned speakers (one center and two flanking speakers) were presented
on a monitor. In the interference trials (left panel) all three speakers produced a syllable at the
same time. In the no-interference trials (right panel) only the center speaker produced a syllable.
The subject's task was to detect the occasional presentation of the syllable /ba/ by the center
speaker. The center speaker was presented at a flickering rate of 25 Hz, while the two flanking
speakers were presented at a flickering rate of 19 Hz. b) The motion onset of the lips preceded
the sound onset of the syllables on average by 230 ms.
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Figure 2.

a) Time-frequency planes and traces of a right-occipital channel of wavelet transformed SSVEP
in interference (left panel), no-interference (midddle panel) trials. The time-frequency planes
showed a decrease in center speaker SSVEP (25 Hz, green rectangle) after sound onset in both
conditions, which may be reflect an attention shift from visual towards the auditory inputs. In
contrast, the amplitude of flanking speakers SSVEP (19 Hz, magenta rectangle) slightly
increased after sound onset. There were no significant differences between interference and
no-interference trials (right panel). b) Traces of wavelet transformed 19 Hz SSVEP to flanking
speakers (left panel) and 25 Hz SSVEP to the center speaker (right panel) in interference trials
(red line) and no-interference trials (blue line). No significant differences were found between
interference and no-interference trials over posterior areas. Data in panel a are plotted without
baseline correction, whereas the traces in panel b were baseline corrected
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Lateral temporal SSVEP
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Figure 3.

Time-frequency planes of a left-temporal channel for interference (left panel) and no-
interference (middle panel). The figure illustrates larger SSVEP in response to visual flanking
speakers' inputs (19 Hz, magenta rectangle) at left temporal scalp for interference compared
to no-interference trials (right panel). The TF planes are plotted without baseline correction.
**p<0.01
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a) SSVEP 70-150 ms after sound onset
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Figure 4.

a) Topographic maps of wavelet transformed 19 and 25 Hz SSVEP amplitudes 70-150 ms after
sound onset. Significant larger amplitudes in the interference compared to the no-interference
trials were found for flanking speakers SSVEP (19 Hz, magenta rectangle) over left temporal
scalp (lower panel). b) Grand average (N=13) traces of wavelet transformed flanking speakers
SSVEP at a left temporal channel (left panel). The right panel shows 19 Hz bandpass-filtered
SSVEP, to flanking speakers' inputs for one representative subject, with comparable filter
characteristics as used for the 19 Hz wavelet transform. Note that the very early enhancement
of interference compared to no-interference SSVEP is due to temporal smearing during the
wavelet transform and bandpass-filtering. Data displayed in the figure are baseline corrected.
**p<0.01
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Figure 5.
Linear regression between flanking speakers SSVEP (interference minus no-interference trials)

and RTs (interference minus no-interference trials). A positive correlation (r=.78) was observed
between the left temporal amplitude enhancement in SSVEP and the degree of behavioral
distractibility in RTs. ** p < 0.01
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Figure 6.

Time-frequency representations of one midline-occipital channel and topographic maps
(100-500 ms) of wavelet transformed SSVEP during omitted trial periods. The left panel shows
the average SSVEP for the six participants with the highest interference effects in RTs, whereas
the middle panel illustrates the average SSVEP of the six participants with the lowest
interference effects in RTs. Differences between highly distracted and low distracted
participants were found for flanking speakers SSVEP (19 Hz, magenta rectangle) at occipital
scalp (right panel). Data are plotted without baseline correction. * p < 0.05
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Figure 7.

Linear regression between flanking speakers SSVEP during omitted trial periods and
interference effects in RTs (interference minus no-interference trials). A positive correlation
(r = .71) between the amplitude enhancement in SSVEP and the interference effects in RTs
was observed at occipital scalp and a trend toward a significant association was found over
right temporal regions. T p < 0.1, ** p < 0.01
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