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Abstract
Imaging studies show that in normal language correlated activity between anterior and posterior brain
regions increases as the linguistic and semantic content (i.e., from false fonts, letter strings, pseudo
words, to words) of stimuli increase. In schizophrenia however, disrupted functional connectivity
between frontal and posterior brain regions has been frequently reported and these disruptions may
change the nature of language organization. We characterized basic linguistic operations in word and
letter string processing in a region-of-interest network using structural equation modeling (SEM).
Healthy volunteers and volunteers with schizophrenia performed an fMRI one-back matching task
with real words and consonant letter strings. We hypothesized that left hemisphere network
dysfunction in schizophrenia would be present during processes dealing with linguistic/semantic
content. The modeling results suggest aberrant left hemisphere function in schizophrenia, even in
tasks requiring minimal access to language. Alternative mechanisms included increases in right
hemisphere involvement and increased top-down influence from frontal to posterior regions.
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1. Introduction
Studies of normal language organization using functional magnetic resonance imaging (fMRI)
and positron emission tomography (PET) indicate that fronto-temporal regional interactions
(i.e., correlated activity) in the language dominant left hemisphere are key in single word and
letter string processing (e.g., Bokde, Tagamets, Friedman, & Horwitz, 2001; Price, Indefrey,
& van Turennout, 1999; Ragland et al., 2004). Correlations between left anterior and posterior
brain regions increase as stimuli increase in linguistic and semantic content: from false fonts
to letter strings to pseudo words, and words (e.g., Bokde et al., 2001; Cohen et al., 2000;
Horwitz & Braun, 2004; Mechelli et al., 2005; Price et al., 1999; published abstract, Tagamets,
Chalmers, Horwitz, & Friedman, 2000a). These functional word-level relationships have not
been characterized in schizophrenia. Because these regional interactions covary with normal
language function, disruptions may be related to language aberrations observed in
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schizophrenia (reviews, Covington et al., 2005; DeLisi, 2001; Goldberg et al., 1998; Kuperberg
& Caplan, 2003).

In normal language, the strongest left-sided functional connectivity between the frontal cortex
and posterior language regions occurs for real words, even when the task does not require any
linguistic or semantic processing. Semantic processing is thought to take place even when it
is not required for performance (Bokde et al., 2001; Petersen & Fiez, 1993; Price, Winterburn,
Giraud, Moore, & Noppeney, 2003; Tagamets, Novick, Chalmers, & Friedman, 2000b). For
example, using a one-back matching task with real words (fMRI; Bokde et al., 2001), we found
significant functional connectivity of both the left ventral inferior frontal gyrus (VIFG) and
dorsal inferior frontal gyrus (DIFG) with posterior visual (BA 18 &19) and temporal regions
(BA 20, 21, & 37). In contrast, consonant letter strings elicited only DIFG connectivity with
the same posterior language regions. Because the VIFG is thought to mediate semantic
processing (e.g., Buckner & Koutstaal, 1998; Demb et al., 1995), these results suggest that
semantic processes were automatically recruited to support low-level operations with real
words.

It is an open issue in the literature whether correlated anterior/posterior interactions in
schizophrenia vary as a function of the linguistic content as observed for language tasks using
healthy subjects. In schizophrenia, many reported functional disconnections are in the left
hemisphere, and generally in tasks that involve language (verbal fluency, Boksman et al.,
2005; encoding and recall, word lists, Fletcher, McKenna, Friston, Frith, & Dolan, 1999; lexical
decision and retrieval, Foucher et al., 2005; sentence completion, Lawrie et al., 2002; word
and letter category decisions, Jennings, McIntosh, Kapuv, Zipursky, & Houle, 1998; semantic
judgments, Kim et al., 2005; word encoding, Ragland et al., 2004; word encoding, Wolf et al.,
2007). Given these reports, we expected that left hemisphere language networks would be
atypically organized. An additional consideration was that atypical lateralization could modify
the patterns of anterior/posterior correlations in schizophrenia. This consideration was
motivated by evidence for reduced lateralization in schizophrenia (review, Gur & Chin,
1999) and proposals that decreased functional lateralization may be due to abnormally high
activity in the right hemisphere, rather than lower than normal activity on the left (Artiges et
al., 2000; Jaynes, 1977; Sommer et al., 2001; Woodruff et al., 1997).

We hypothesized that in schizophrenia (1) left hemisphere dysfunction underlies the most basic
processes dealing with linguistic/semantic content, and (2) that compensatory mechanisms
include increased right hemisphere involvement and increased top-down influence from frontal
into posterior regions. These hypotheses were evaluated by characterizing (a) the lateralization
of processing, (b) the bottom-up versus top-down effects, and (c) the profiles of regional
coupling and decoupling indexed by the computed effective connectivity for word and letter
string stimuli. Whereas functional connectivity is used for characterizing regional interactions
with the task-related correlations or covariance, effective connectivity extends the
characterization to testing hypothesized causal models of regional coupling (Penny, Stephan,
Mechelli, & Friston, 2004). We used structural equation modeling (SEM) to model fMRI task-
related blood oxygen level dependent (BOLD) signal changes to reflect network interactions.
Our goals were to quantify and qualify the word-level language network organization and
evaluate the differences between persons with schizophrenia and healthy volunteers. We
employed a one-back visual matching task in which the task demands elicited the relatively
automatic aspects of linguistic and semantic access.
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2. Materials and methods
2.1. Participants

Eight persons between the ages of 21 and 42 (4 males, 4 females [5 outpatients, 3 inpatients]),
mean age = 32), with a DSM-IV diagnosis of schizophrenia were included in the study.
Psychiatric symptoms as assessed with the Brief Psychiatric Rating Scale (BPRS) were
moderate in severity (range = 23 to 31). Trained raters conducted the clinical interviews
(reliability = 0.86). Volunteers with schizophrenia had 12.75 mean years of education (range
= 12 to 15) and their mean years of paternal education was 14 (range = 9 to 19). Ten healthy
volunteers between the ages of 21 and 44 (6 females, 4 males, mean age = 32) were included
in the study. Their mean years of education was 14.90 (range = 12 to 19) and mean years of
paternal education was 14.33 (range = 12 to 19). All participants were free of major medical
conditions. Any participant with metal in the body was excluded because of safety in the MR
magnet. All participants were right-handed native English speakers.

The volunteers with schizophrenia were clinically stable; all were taking an atypical
antipsychotic and each was treated with their same antipsychotic and dose for the previous 2
months. They were not currently taking medication other than that for schizophrenia. Two
research psychiatrists reached a consensus diagnosis of schizophrenia based on the Structured
Clinical Interview for DSM-IV Axis I Disorders (SCID-1; First, Spitzer, Gibbon, & Williams,
2002), a general psychiatric interview, and information from 2–3 months of independent
clinician observation.

After an initial phone screening, all HV were assessed with the SCID and the Structured
Interview for DSM-IV Personality Disorders (SID-P,Pfhol, Blum, & Zimmerman, 1997).
Healthy volunteers had no psychiatric illness and no first-degree relatives with psychiatric
disorders, no current substance/alcohol abuse or dependence, and no diagnosable neurological
condition. The Institutional Review Boards of the University of Maryland School of Medicine
and the Johns Hopkins School of Medicine approved the study protocol. Prior to giving consent,
schizophrenic volunteers completed an ‘Evaluation to Sign Consent’ questionnaire to probe
their understanding of various aspects of the study. Only patients who were competent and
judged clinically capable of understanding the risks involved in the study were selected from
the Residential Research Program and the Schizophrenia Related Disorders Program of the
Maryland Psychiatric Research Center in Baltimore, MD, USA. Family members or caregivers
were involved in the information process when available. All volunteers were fully informed
regarding the nature of the protocol, and afterwards each of them gave informed consent.

2.2. Behavioral Task
Participants performed a block-design one-back visual matching task. They viewed sequences
of common four-character words (Words condition; e. g., TONE), or 4-character consonant
letter strings (Letter Strings condition; e. g., QTVP), with separate runs for Words and Letter
Strings. Control blocks had sequences of single geometric shapes (● or □). For all task
conditions, participants were instructed to press a button if the current stimulus matched the
one immediately previous. The stimuli were centrally presented at an ISI (Inter-stimulus
Interval) of one per 1000 ms, 200 ms duration. There were 120 control trials and 90 task trials
each for Words and Letter Strings. There were 30 trials in a block, and the series began and
ended with a control block. The block design provided a continuous series of each stimulus
for computing within-task correlations for contiguous volumes (details, 2.4.2.).

2.3. fMRI
2.3.1. fMRI acquisition—Volumes were acquired with a Siemens Vision 1.5 T scanner with
a fast gradient system. Interleaved echo-planer images (EPI) of 20 axial 5 mm thick slices (1
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mm gap) were obtained. Matrix size was 64 × 64 and in-plane resolution was 3.75 × 3.75 mm,
with TR= 2000 ms (repetition time), TE = 40 ms (echo time), flip angle = 90°, and a 240 × 240
mm FOV. Scanning for each series started 12 seconds before data collection and task
performance began in order to allow spin saturation to reach steady state, and 105 volumes
were collected for each fMRI time series.

2.3.2. Preprocessing—Preprocessing using SPM2 (Wellcome Department of Cognitive
Neurology, London, UK, http://www.fil.ion.ucl.ac.uk/spm/software/spm2) was done as
follows: a) differences in slice acquisition times were corrected, b) motion effects were
corrected by coregistration to the first image in each series, c) volumes were normalized to a
standard template (MNI, Friston et al., 1995) and d) volumes were smoothed by convolution
with a Gaussian kernel function (FWHM; Full Width Half Maximum = 10 mm).

2.3.3. Subtraction analysis—Subtraction analyses were performed using the general linear
model in SPM2. Between group comparisons were performed using a mask to include only
voxels that are activated in the group being compared at a p < 0.001 level, uncorrected for
multiple comparisons. For example, the HV –SZ comparisons were masked by regions in which
the HV had activations at a level of p < 0.001 or better. This method yields regions that are
activated in one group and not the other. Supra-threshold voxels from this analysis that survived
at p < 0.05, corrected for multiple comparisons, and an extent threshold of at least 10 voxels,
are reported in Table 1.

2.4. Structural Equation Modeling
2.4.1. Regions of interest—Six model ROIs for each hemisphere were chosen based on
the task demands of one-back matching: VI/V2 (Early Visual Cortex), V4 (Extrastriate
Association Cortex), IT (Posterior Inferior Temporal Cortex), VIFG (Ventral Inferior Frontal
Gyrus; BA 47), DIFG (Dorsal Inferior Frontal Gyrus; BA 44/45), and HC (Hippocampal
Complex). The area for sensory input into the visual cortex, the LGN (Lateral Geniculate
Nucleus), was modeled as a latent variable with the variance fixed at 1. Word and letter string
processing involves basic visual processing (Bokde et al., 2001; Price et al., 1999), automatic
orthographic, phonologic, and semantic processing at the word level (Neely, 1991; Tagamets
et al., 2000b). The primary (V1) and secondary (V2) visual areas, and the extrastriate
association area (V4), respond selectively to visual features of stimuli (Ungerleider & Haxby,
1994). Word identification (Poldrack et al., 1999) and prelexical processing of word-like
stimuli (Binder et al., 2003; Cohen et al., 2000; Fiez, 1997) are thought to occur in the left
inferior temporal cortex. Whereas Broca’s area (BA 44/45) is historically associated with
speech production networks, as are other portions of the middle frontal gyrus (BA 46, BA 9,
BA 6; Brannen et al., 2001), evidence suggests more specific involvement of the midventral
region (BA 45) and posterior ventrolateral region (BA 44) in phonological processing
(Demonet et al., 1992; Paulesu, Frith, & Frackowiak, 1993; Zatorre, Meyer, Gjedde, & Evans,
1996). The left anterior inferior frontal cortex (BA 47) supports multiple semantically related
processes: semantic priming (Buckner & Koutstaal, 1998; Demb et al., 1995), and the control
of retrieval, evaluation, and manipulation of meaning (Bokde et al., 2001; Buckner & Koutstaal,
1998; Devlin et al., 2003; Dobbins et al., 2002; Petersen, Fox, Posner, Mintun, & Raichle,
1988). Evidence suggests the HC regions, the entorhinal cortex and the perirhinal cortex,
integrate visual, lexical, semantic, and encoding and retrieval aspects of word processing
(Halgren et al., 2006; Hoenig & Scheef, 2005).

2.4.2. Extracting regions of interest—Time series from 4 mm ROIs (i.e. about one
FWHM) were extracted for each participant for six each left and right hemisphere model
regions. The center coordinate of each radius was based on a local maximum from the main
effects analysis across conditions and groups. Then the precise center for each condition and
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group was chosen as the maximum within a 10 mm radius of this location to allow for some
variability in exact locations and avoid bias for any single group or condition. It should be
noted that these coordinates (see Table 2) are within a few mm of those published in our study
in healthy volunteers (Tagamets et al., 2000b). To account for differences in regional base
activity levels, each ROI time series was normalized to a common mean over the entire run.
A hemodynamic delay and effects of transitions between blocks were accounted for by shifting
the beginning points of task blocks by 6 seconds and dropping the first two and the last data
point from each block (Winder, Cortes, Reggia, & Tagamets, 2007). The SEMs were fit to ROI
correlations computed from these within task time series.

2.4.3. Regional connections—The model paths represented the anatomical connectivity
between regions. Our generic model comprised a simplified version of the ventral visual object
or “what” pathway, whose structures and connections are supported by both nonhuman animal
and human studies (nonhuman primates, Ungerleider & Mishkin, 1982; Ungerleider & Haxby,
1994; human, Catani, Jones, Bonato, & ffytche, 2003; Mori et al., 2002; Tanaka, 1997). The
visual one-back matching task activates the primary visual cortex (V1) as it receives sensory
information from the lateral geniculate nucleus, and in succession projections go to the V2,
V4, the inferior temporal cortex, and the lateral prefrontal cortex (Fellman & Van Essen, 1991).
Connections from the inferior temporal cortex to dorsolateral and ventrolateral frontal areas
were specified some time ago in nonhuman primates (Fellman & Van Essen, 1991; Fuster,
1985), and were recently verified in humans using probabilistic diffusion tractography
(Croxson et al., 2005). Nonhuman primate and rodent (Duvernoy, 1997; Goldman-Rakic,
Selemon, & Schwartz, 1984), and human evidence (Croxson et al., 2005; Powell et al., 2004)
supports model connections from the HC to the dorsal and ventral frontal cortex. The HC to
IT connectivity in the model represents the reciprocal connections through the perirhinal
cortex, which feeds sensory information to the hippocampus via the entorhinal cortex
(nonhuman and human primates, Tanaka, 1997).

2.5. Modeling Procedure
Evaluating effective connectivity quantitatively is a departure from the original application of
SEM for analyzing behavioral cause-effect systems (Hayduk, 1987). Our models had
bidirectional paths between regions, producing non-symmetrical feedforward and feedback
dynamics (i.e., paths). This may cause estimation failure in obtaining a maximum likelihood
solution, and solution instability due to the number of estimated paths. We adapted the
methodological solutions proposed by McIntosh and Gonzalez-Lima (1994) to construct all
SEMs. In this iterative estimation method, one direction of path coefficients (e.g., feedforward)
is estimated and fixed before estimating the other direction (i.e., feedback). Models were
implemented using MX32, version 1.55 (Neale, Boker, Xie, & Maes, 2003).

Starting model ROI variance parameters were fixed at 0.50. This both facilitates path estimation
and constrains the proportion of activity in an area explained by exogenous brain activity and
the influence of an area on itself (McIntosh, 2000). Thus, it is desirable to have variance
coefficients below 1.00 in the final model. After the feedforward and feedback paths (strengths)
were estimated, variances were adjusted from 0.50 to reduce over and under fit based on an
inspection of the residuals from the observed and predicted correlations generated by the model.
Final variance coefficients ranged between 0.02 and 0.77. The different values reflect the
relative contribution of an ROI in reference to the functional anatomy of the task and the ROIs
in the model network (cf. McIntosh, 2000; McIntosh & Gonzalez-Lima, 1994).

The starting value of path coefficients was 0.50 (Neale et al., 2003). The path coefficients were
constrained between −1.00 and 1.00, and variances between 0.00 and 1.00. After the first, and
on each successive fitting run, one feedforward path coefficient was fixed at the estimated
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value, starting at the connection between V1/V2 and repeated through the feedforward
connections in the same manner (e.g., left to right in Figures 1 & 2). Next, feedback connections
were estimated starting from DIFG and going back to V1/V2. Paths and path estimations for
the Letter Strings models for both groups were adjusted using residuals. Models were
reestimated (i.e., to determine stability) from different starting paths. For example, feedforward
fitting began with connections between IT and HC, and estimation proceeded in the feed
forward direction, looping around to the V1/V2 to V4 connections, on to feedback connection.
Models were also estimated starting with the feedback connections first. Neither type of
procedural change resulted in a different final model. Individual connections between two
regions were inverted to insure the coefficients were unique to the direction. A lack of
difference in model fit when the feedforward connection value was replaced with the feedback
connection value and vice versa would indicate a problem in the robustness of the model. As
expected, all sign inversions also resulted in nonsignificant model fits to the data.

3. Results
3.1. Behavioral and fMRI Subtraction

There was no difference in accuracy or RTs between groups (i.e., HV and SZ) in either
condition For Words, HV accuracy was 98% and SZ accuracy was 97% (p > 0.249), and in
Letter Strings both HV and SZ had accuracy of 90% (p > 0.758). Average reaction time in the
words condition was 482 ms for the HV and 497 ms for the SZ (p > 0.521), while in the letter
strings condition reaction times were 519 ms for the HV and 488 ms for the SZ (p > 0.130).

Table 1 shows the results of the between-group subtractions. There were no activations where
the SZ exceeded the HV in either condition. On the other hand, HV had greater activation than
the SZ in early visual and in visual association areas in both the Words and the Letter Strings
conditions. These activations were only left-sided in Words and bilateral in Letter Strings.

3.2. Structural Equation Modeling
3.2.1. Model estimation—See Table 3 for the fit statistics for saturated (no free parameters)
HV and SZ models of effective connectivity for Words and Letter Strings, by left and right
hemispheres. Models were estimated such that the p-values (cf. nonfit, p ≤ 0.05) were between
a lower bound of 0.10 (i.e., fit to the data) and an upper bound of 0.30 (i.e., not over-fit). The
intent was to account for the regional covariance (data), but not to over-fit, and thus increase
the generalizability of the observed regional interactions patterns. Model fits were evaluated
with Akaike’s Information Criterion (AIC; Akaike, 1987), which should be less than zero, and
Root Mean Squared Error of Approximation (RMSEA; McDonald, 1989). An RMSEA below
0.10 indicates a good fit and below 0.05 a very good fit. The AIC considers the complexity of
the model with the goodness-of-fit to the sample data, and penalizes over fitting. The RMSEA
is a sample size-independent measure of discrepancies in fit.

3.2.2. Between group model comparisons—In no comparison did the HV model
provide a reliable account of SZ effective connectivity, as indicated by statistically significant
differences. The Maximum Likelihood goodness-of-fit differences between models for
Words in the left hemisphere was χ2diff(42) = 237.74, p < .001; for right hemisphere Words,
χ2diff(42) = 77.35, p < .001; for Letter Strings left hemisphere, χ2diff(42) = 549.03, p < .001;
and for right hemisphere Letter Strings, χ2diff(42) = 171.72, p < .001. For Letter Strings, the
statistics reflect the difference computed on the common paths---the SZ left and right
hemispheres each had one additional path than the HV models. Figure 1 illustrates Group by
Hemisphere models for Words; Figure 2 illustrates the same for Letter Strings. For all model
path coefficients, see the Appendix.
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3.2.3. WORDS network connectivity—In Words, HV showed robust effective
connectivity (i.e., magnitude of paths) in the dominant left hemisphere ventral path, with
prevailing feedforward directionality (Figure 1A). The right hemisphere connectivity strengths
in the HV reflected a generally lower level (qualitatively) of effective connectivity, with a
pattern similar to the left (Figure 1B). In contrast to the HV, SZ exhibited lower-strength
feedforward effective connectivity from the primary visual cortex into temporal areas,
particularly in the left hemisphere connections from V4 to IT and IT to DIFG (Figure 1C). The
right hemisphere SZ connectivity was qualitatively more similar to the HV right hemisphere.
A notable between-group difference was the strong feedback connectivity in the left
hemisphere for SZ (Figure 1C), compared to low levels of feedback in HV (Figure 1A). In
particular, reciprocal SZ VIFG to DIFG connections created a stronger recurrent frontal
connectivity. There was also top-down (feedback) influence from both the VIFG and HC
regions on V4 in SZ.

3.2.4. LETTER STRINGS network connectivity—In Letter Strings (Figure 2), HV
connectivity in both hemispheres was qualitatively similar to that of left hemisphere Words,
consistent with our earlier findings that orthographic processing for both string types is more
likely to occur in a graded manner and not lateralized left for words and right for letter strings
(Tagamets et al., 2000b). However, a distinct feature for HV Letter Strings was strong feed-
forward influence from IT to both frontal areas, in contrast to the forward effective connectivity
from IT to mainly the DIFG in HV Words (Figure 1A). The SZ left hemisphere Letter
Strings (Figure 2C) effective connectivity again (cf. SZ Words) lacked feedforward
directionality, and the most robust couplings were those from the two frontal areas to V4, and
from HC to V4. The Letter Strings model would not fit the data without the additional DIFG
to V4 path (cf. HV). In contrast to the left hemisphere, the SZ right hemisphere showed the
strongest effective connectivity across the network in either condition or hemisphere in the SZ
group (Figures 1C, 1D and 2C, 2D). Further, the feedforward coactivity in the right hemisphere
was qualitatively comparable in magnitude to HV, in contrast to the left hemisphere in Letter
Strings and both hemispheres in Words, suggesting right hemisphere compensation in Letter
Strings, but not in Words.

4. Discussion
We hypothesized that word and letter strings processing would reveal left hemisphere
dysfunction in schizophrenia. When compared to the functional organization of HV models,
SZ models showed decouplings, decreased lateralization, and decreased feedforward coupling
compared to increased feedback coupling.

In the HV comparison group, we observed more lateralized left > right connectivity in the
Words condition than in Letter Strings, which is consistent with prominent theories of language
function (cf. Weems & Reggia, 2006). It is important to note that although left > right BOLD
activations in language tasks are a relatively frequent finding in healthy comparison subjects,
this does not automatically imply that connectivity would also show this pattern. Connectivity
reflects the degree of coordinated activity between regions, and it is possible for weakly
activated regions from a particular contrast to be strongly coupled with each other. Likewise,
two strongly activated regions may not be coupled if they each receive their major inputs from
separate sources. The predominantly feedforward direction of functional coupling in the HV
networks for both Words and Letter Strings conditions is consistent with the task demands. A
purely perceptual matching strategy is sufficient for one-back performance, whereas the
semantic/linguistic nature of the Words presumably explains the left lateralization (cf. Binder
et al., 2003). The lack of strong feedback suggests that these factors are likely to be automatic
and do not require effortful language processes.
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Subtraction Interpretation
The subtraction analyses gave the first indication that there are anomalies in basic access to
linguistic information in schizophrenia. Between-group differences were found in the HV –
SZ comparison, but not in SZ – HV. In Words, HV activation was greater than SZ only in the
left IT/fusiform boundary area that is thought to be involved in visual word recognition (Cohen
et al., 2000). The HV activations exceeded the SZ activations bilaterally in the Letter Strings
condition in extrastriate cortex on the right and in early visual cortex on the left. Both groups
had near perfect performance in the Words task and equivalent decrements in performance in
Letter Strings, suggesting that the SZ are able to recruit linguistic attributes in support of the
Words task as well as the HV. Taken together, these results suggest that deficits in SZ begin
in early perceptual processes even in tasks that require minimal access to language. Our
modeling results add further support for this conclusion.

Interpretation of SZ Models
Considering the similar patterns of feedforward decoupling and excessive left-hemisphere
feedback connections present in both conditions for SZ, the results suggest that the left
hemisphere connectivity may be dysfunctional in schizophrenia, whether in language or other
cognitive domains. Because coherent language depends largely on the left hemisphere, this
dysfunction is likely to be disproportionately reflected in tasks that involve language. Further,
the anomalies in left hemisphere organization in the SZ models demonstrate the role of
functional couplings in processing. This is in addition to the reduced or increased activity
reported in schizophrenia across various stimulus paradigms (overviews, Glahn et al., 2005;
Gur & Chin, 1999; Hill et al., 2004).

Contrary to the hypothesized general right hemisphere compensation for left hemisphere
dysfunction, the effective connectivity was not increased in right hemisphere SZ Words.
However, there was strong feedforward right hemisphere connectivity in Letter Strings. In light
of the SZ left hemisphere anomalies and equivalent between-group behavioral performance,
the right hemisphere contributions may not comprise increased right hemisphere activity, but
rather more task adaptive activity. Our lateralization results offer some support for ideas that
the right hemisphere is more involved in language function in schizophrenia (Artiges et al.,
2000; Sommer et al., 2001; Sommer et al., 2004; Woodruff et al., 1997), when network effective
connectivity is considered. However, hemispheric interactions may modify this conclusion on
future examination, as left and right hemisphere language functions do not operate
independently (cf. Crow, 1997; Mitchell & Crow, 2005). Previously, we found evidence for
increased functional interactions in SZ compared to HV between homologous left and right
brain regions in conditions that involve real words, but not with non-words (published abstract,
Tagamets et al., 2001). If such interactions drive language functions, then the weak effective
connectivity in right hemisphere SZ Words compared to strong right hemisphere effective
connectivity in SZ Letter Strings supports “normal” right hemisphere contribution for stimuli
with little or no semantic content. A contrary interpretation would be that the observed right
hemisphere activity reflects generalized cortical inefficiency and not compensatory
mechanisms. However, the differences in regional interactions between HV and SZ models
were associated with equivalent performance, and a compensatory account is consistent with
similar proposals regarding word encoding (cf. Wolf et al., 2007) and frontal function in
schizophrenia (cf. Tan et al., 2006).

Relationship to Processing in Schizophrenia
The general posterior/anterior disconnectivity observed in SZ may result in aberrant
interactions between executive and perceptual/memory functions (cf. Condray et al., 2002;
Meyer-Lindenberg et al., 2005; Phillips & Silverstein, 2003). However, evidence in the current
study for functional decouplings between lower (V1/V2) and higher (V4) visual areas, the
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visual and temporal association areas (V4 and IT), and feedforward decoupling from the frontal
cortex indicates that aberrant left hemisphere activity may not be confined to temporal/frontal
disconnection in basic access networks. An apparent loss of coordination between executive
and sensory processing may be in part driven by aberrant sensory processing in schizophrenia,
observed in both visual and auditory modalities (e.g., Butler & Javitt, 2005; Braff & Light,
2004). This results in both slower and weaker stimulus signals. Some propose encoding
aberrations result in reduced stimulus signal and/or increased noise (e.g., Philips & Silverstein,
2003). Therefore, the strong top-down influences observed in the left hemisphere for both
Words and Letter Strings may reflect compensatory processes, such as attention (cf. Nestor et
al., 2001). Compensatory mechanisms may attenuate efficiency decreases in automatic
processes, such as the identification and comparison of a current and previous stimulus (e.g.,
Meyer-Lindenberg et al., 2005) and orthographic processing (Tagamets et al., 2000b).
Specifically, frontal feedback projections to posterior cortical areas may increase the contrast
or saliency of a perceptual signal through signal amplification, as observed in nonhuman
primates (De Weerd, Peralta, Desimone, & Ungerleider, 1999; Hupé et al., 1998). The model
HC feedback into V4 in SZ may reflect an increased role for visual attention, possibly
modulated through the V4-thalamocortical circuit thought to be specific for attention (LaBerge,
Carter, & Brown, 1992). A recent study demonstrated that HC feedback also modulates input
from lower visual areas during word recognition (Halgren et al., 2006).

In sum, our model network interactions indicate that, although performance may be equivalent,
subtle differences in perceptual access exist in schizophrenia. These in turn may alter upstream
processing when task demands change: for example, the change from the relatively automatic
processes in one-back matching using words to the effortful processing of words during speech.
Frontal control processes diverted to support access-related perceptual processing would be
unavailable for higher-level word, sentence, and discourse processing. This type of
performance effect was observed in schizophrenia (Meyer-Lindenberg et al, 2005) as a function
of parametrically increasing frontal load while using the same stimuli and response mode:
simple reaction, stimulus discrimination, choice reaction, continuous perceptual matching (a
one-back task), and continuous delayed response (a two-back working memory task).
Comparisons using RT decomposition and accuracy from each task level indicated that
perceptual matching performance deficits in schizophrenia in turn affected performance in the
hierarchically successive two-back matching task (Meyer-Lindenberg et al., 2005).

We suggest that in language these subtle differences in the way the regions influence each other
during single word and letter string processing may predict some anomalies observed at the
phrase, sentence, and discourse levels in schizophrenia (reviews; Covington et al., 2005;
DeLisi, 2001; Kuperberg & Kaplan, 2003). This is a testable hypothesis for future studies; and
although we evaluated networks associated with equivalent between-group accuracy, we
suggest our results are relevant to previous behavioral results indicating atypically organized
semantic networks in SZ. Specifically, there is reduced or slower access, as measured by the
number of words produced in verbal fluency (meta analysis, Bokat & Goldberg, 2003), and
reduced or enhanced semantic priming (review, Minzenberg, Ober, & Vinogradov, 2002). The
latter mixed results are thought to reflect an interaction between the task dependent demand
for control processes (i.e., working memory, attention, and executive functions) and the
structure and functional attributes of the semantic system (Minzenberg et al., 2002). The
disconnectivity, differences in lateralization, and the ratio of feedforward and feedback
influences on stimulus processing we observed might also mediate word-level processing. This
is in addition to two previously suggested mechanisms: the speed at which activity spreads
through a semantic network and the strength and pattern of semantic associations in the network
(cf. Kerns & Berenbaum, 2002; Minzenberg et al., 2002).
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Interpretation Notes
It is important to note that the apparent feedforward disconnections observed in the SZ results
could arise from several sources. One possibility is that there is a “real” functional
disconnection, in the sense that information from sensory regions does not pass along this
pathway. In this case, it would be expected that other networks, for example, homologous right-
sided pathways, could play a compensatory role. Although we did not model homologous
regional connections, they may modulate language function in schizophrenia (Foucher et al.,
2005). Some researchers propose that the atypical functional lateralization observed in
schizophrenia is the result of a left hemisphere failure to inhibit right hemisphere activity
(Sommer et al., 2001). This account assumes that left hemisphere activity is normal, and not
high or low, as assumed in other accounts that depend on aberrant left hemisphere activity
(overviews, Glahn et al., 2005; Gur & Chin, 1999; Hill et al., 2004). Our own fMRI studies
suggest a tendency in SZ for excessive functional interactions between homologous left and
right brain regions in conditions that involve real words, but not with non-words (published
abstract, Tagamets et al., 2001). Another interpretation of the apparent feedforward
disconnection in SZ is that information does pass forward along this pathway, but the strong
feedback from frontal and hippocampal regions dominates existing coordinated activity
between posterior regions, thus swamping them with top-down influences. In light of the
recurrent frontal activity, the strong feedback into visual areas, and weak feedforward
connectivity in the left hemisphere in both stimulus conditions, we suggest that in schizophrenia
there may an increased dependence on internally generated states, along with a decreased
dependence on environmental input. These together may contribute to the disconnection from
“reality” observed in schizophrenia.

There are also some qualifications to our modeling results. The sign of the path coefficients
are not interpretable in terms of increases or decreases in activity. The BOLD signal reflects
excitatory and inhibitory synaptic activity, plus modulatory neurotransmitter effects. For
example, inhibition is thought to increase local blood flow (fMRI signal) even if underlying
neuronal activity decreases (Tagamets & Horwitz, 2001). Thus a positive connection weight
in an SEM cannot be interpreted as an excitatory underlying connection. Our previous modeling
results suggest that the interaction of local circuitry and the context of converging excitatory
and inhibitory neuronal activity is likely to influence imaging data (Tagamets & Horwitz, 2001;
Winder et al., 2007). Additionally, our SEM models did not account for the nonlinear nature
of inter-regional brain connections or local circuitry. The introduction of nonlinear terms with
asymmetric values in feedforward and feedback paths would create undesirable fitting
problems. Finally, although the effective connectivity results for the SZ and HV are largely
consistent with the functional connectivity results cited in the introduction, the generalizability
of our results should be verified in larger samples.

Conclusion
The observed strong feedforward couplings in the left hemisphere ventral stream, and between
the inferior temporal and lateral frontal regions, corroborates and extends previous functional
connectivity results for language tasks using healthy comparison subjects. In contrast, for
persons with schizophrenia, the lack of regional couplings in the ventral stream, and
specifically, the lack of coupling in the feedforward direction, indicates that left hemisphere
dysfunction is present even in basic access for linguistic stimuli. Potentially compensatory
mechanisms included increased right hemisphere contributions and top-down influence from
frontal regions into posterior regions. Due to the hierarchical organization of the cortex, where
lower level processing affects successive higher level processes (e.g., Felleman & Van Essen,
1991), the anomalies we observed in network function during automatic linguistic access may
affect language in schizophrenia. This would be in addition to anomalies found in higher order
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semantic networks and executive functions (cf. reviews, Goldberg et al., 1998; Kerns &
Berenbaum, 2002).
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Figure 1.
Functional couplings for Words in left and right hemispheres. Solid lines represent positive
coefficients; broken lines negative coefficients; gray lines, coefficients less than 0.02. Path
coefficient characterization: Thin Lines = 0.00 to 0.23; Medium Lines = 0.25 to 0.39; Thick
Lines = 0.46 to 0.80. For actual values see Appendix.
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Figure 2.
Functional couplings for Letter Strings in left and right hemispheres. Solid lines represent
positive coefficients; broken lines, negative coefficients; gray lines, coefficients less than 0.02.
Path coefficient characterization: Thin Lines = 0.00 to 0.19:Medium Lines = 0.21 to 0.38:
Thick Lines = 0.42 to 0.94. For actual values see Appendix.
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Table 2
Regions of Interest Montreal Neurological Institute Template Coordinates

Words

Hemisphere
Left Right

Group HV SZ HV SZ

Area
V1/V2 −10,−100,−4 −10,−100,−4 32,−98,4 32,−98,4
V4 −32,−88,−14 −32,−88,−14 36,−92,−10 36,−92,−10
IT −48,−64,−16 −48,−64,−16 46,−70,−16 46,−70,−16
VIFG −50,34,−16 −48,34,−14 42,32,−20 48,34,14
DIFG −44,6,24 −48,8,24 46,10,28 40,8,34
HC −22,−22,−12 −22,−22,−12 16,−34,−4 20,−30,−2

Letter Strings

V1/V2 −18, −90, −14 −6,−100,−10 30,−90,−14 32,−98,6
V4 −30,−80,−6 −30,−88,−14 44,−86,−10 34,−92,−10
IT −54,−60,−18 −46,−54,−34 42,−78,−20 46,−70,−10
VIFG −48,40,−12 −46,38,−12 44,40,−12 36,40,−18
DIFG −40,4,30 −54,−2,22 42,2,24 48,2,28
HC −22,−20,−12 −10,−20,8 16,−38,−12 20,30,6
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Table 3
Fit Statistics for HV and SZ, Words and Letter Strings, Left and Right Hemispheres

Words
Group HV SZ

Hemisphere Left Right Left Right

Statistic
ML χ2 Group Fit 24.258 25.721 27.582 28.487
p Value 0.231 0.175 0.152 0.127
AIC −15.743 −14.279 −14.418 −13.513
RMSEA 0.039 0.059 0.055 0.057

Letter Strings

ML χ2 Group Fit 25.032 24.571 26.827 25.556
p Value 0.246 0.266 0.177 0.224
AIC −16.968 −17.429 −15.174 −16.444
RMSEA 0.050 0.035 0.050 0.044
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Appendix
Path Coefficients Words

Hemisphere
Left Right

Group HV SZ HV SZ

Connections

LGN→VI/V2 0.80 0.65 0.74 0.75
V1/V2→V4 0.70 0.25 0.56 0.01

← −0.09 −0.04 −0.01 0.06
V4→IT 0.50 −0.08 0.23 0.25

← 0.00 0.13 0.03 0.07
V4→HC 0.00 0.13 −0.08 0.12

← 0.00 0.35 0.11 0.03
IT→DIFG 0.46 −0.04 0.23 0.15

← 0.20 0.00 −0.11 −0.03
IT→VIFG 0.06 0.00 0.17 0.00

← −0.08 0.00 −0.15 −0.06
IT→HC 0.00 0.05 −0.14 −0.05

← −0.02 0.00 −0.14 −0.08
DIFG→VIFG 0.39 0.30 0.03 −0.03

← 0.10 0.26 −0.02 −0.01
DIFG→HC 0.10 0.05 −0.06 −0.23

← 0.04 0.00 0.00 −0.14
VIFG→HC 0.07 −0.11 −0.06 −0.05

← 0.04 −0.11 0.01 −0.07
VIFG→V4 0.13 0.23 0.13 0.15

Note. First region name is the path origin and the second is the termination. First path value entry in the column is the path value for this path and the
second is for the reciprocal path. Values were constrained between −1 and 1. Paths below 0.01 are represented by zero.
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Path Coefficients Letter Stings

Hemisphere
Left Right

Group HV SZ HV SZ

Connections

LGN→VI/V2 0.77 0.71 0.73 0.94
V1/V2→V4 0.62 −0.12 0.43 0.70

← −0.03 0.00 0.02 −0.14
V4→IT 0.52 −0.13 0.63 0.45

← −0.04 −0.01 −0.04 −0.28
V4→HC 0.00 0.17 0.00 0.00

← 0.00 0.15 0.00 0.16
IT→DIFG 0.42 −0.05 −0.09 0.17

← 0.08 0.00 −0.05 0.35
IT→VIFG 0.48 0.09 0.09 0.43

← 0.06 0.12 −0.14 0.01
IT→HC 0.10 0.09 −0.01 0.03

← −0.03 0.12 0.03 −0.03
DIFG→VIFG −0.01 0.07 −0.02 −0.10

← −0.01 0.11 −0.02 −0.09
DIFG→HC 0.23 −0.18 −0.06 0.16

← 0.05 −0.18 −0.10 0.11
VIFG→HC 0.19 −0.22 −0.06 0.13

← 0.06 −0.15 −0.01 0.03
VIFG→V4 0.01 0.38 0.25 −0.09

VIFG→V1/V2 0.41
DIFG→V4 0.34

Note. First region name is the path origin and the second is the termination. First path value entry in the column is the path value for this path and the
second is for the reciprocal path. Values were constrained between −1 and 1. Paths below 0.01 are represented by zero.
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