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Abstract
Structural and energetic changes are two important characteristic properties of a chemical reaction
process. In the condensed phase, studying these two properties is very challenging because of the
great computational cost associated with the quantum mechanical calculations and phase space
sampling. Although the combined quantum mechanics/molecular mechanics (QM/MM) approach
significantly reduces the amount of the quantum mechanical calculations and facilitates the
simulation of solution phase and enzyme catalyzed reactions, the required quantum mechanical
calculations remain quite expensive and extensive sampling can be achieved routinely only with
semiempirical quantum mechanical methods. QM/MM simulations with ab initio QM methods,
therefore, are often restricted to narrow regions of the potential energy surface such as the reactant,
product and transition state, or the minimum energy path. Such ab initio QM/MM calculations have
previously been performed with the QM/MM-Free Energy (QM/MM-FE) method of Zhang et al.1
to generate the free energy profile along the reaction coordinate using free energy perturbation
calculations at fixed structures of the QM subsystems. Results obtained with the QM/MM-FE method
depend on the determination of the minimum energy reaction path, which is based on local
conformations of the protein/solvent environment and can be difficult to obtain in practice. To
overcome the difficulties associated with the QM/MM-FE method and to further enhance the
sampling of the MM environment conformations, we develop here a new method to determine the
QM/MM minimum free energy path (QM/MM-MFEP) for chemical reaction processes in solution
and in enzymes. Within the QM/MM framework, we express the free energy of the system as a
function of the QM conformation, thus leading to a simplified potential of mean force (PMF)
description for the thermodynamics of the system. The free energy difference between two QM
conformations is evaluated by the QM/MM free energy perturbation method. The free energy
gradients with respect to the QM degrees of freedom are calculated from molecular dynamics
simulations at given QM conformations. With the free energy and free energy gradients in hand, we
further implement chain-of-conformation optimization algorithms in the search for the reaction path
on the free energy surface without specifying a reaction coordinate. This method thus efficiently
provides a unique minimum free energy path for solution and enzyme reactions, with structural and
energetic properties being determined simultaneously. To further incorporate the dynamic
contributions of the QM subsystem into the simulations, we develop the reaction path potential of
Lu, et al.2 for the minimum free energy path. The combination of the methods developed here presents
a comprehensive and accurate treatment for the simulation of reaction processes in solution and in
enzymes with ab initio QM/MM methods. The method has been demonstrated on the first step of
the reaction of the enzyme triosephosphate isomerase with good agreement with previous studies.
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Introduction
With the overwhelming details of real-time atomic motions, computer simulations have
provided unprecedented insight into the puzzle of chemical reaction processes.3–5
Complementary to experimental studies, simulation methods can provide information that is
often not easily accessed by conventional experimental approaches. For example, simulations
can determine the transition state structure of a reaction process, which is difficult to obtain
from experimental methods. Simulations can also reveal the site-specific interactions
influencing an enzymatic reaction process for which experimental studies are more costly or
are often derived from indirect evidence.6–13 However, challenging problems persist in
simulating reaction processes in solution and in enzymes because of many technical limitations
such as the accuracy of the force field and the convergence of the statistical sampling.

For reactions in solution or enzymes, quantum mechanical (QM) treatment for the whole
molecular system is computationally prohibitive in general because there are too many
electronic degrees of freedom. On the other hand, classical molecular mechanics (MM) is
incapable of describing the electron redistribution during the bond breaking/forming events in
reactive processes. To address this difficulty, a method was proposed to combine quantum
mechanics and molecular mechanics in the simulations.14 In this hybrid approach, only a small
portion of the molecular system that is important to the reaction is treated by QM, while the
rest of the system is simulated by simplified MM force fields. Presumably, the QM treatment
accurately captures the most important changes at the site of the chemical reaction, while the
MM treatment takes into account the contributions of the environment as an approximate, yet
computationally economic, solution.14, 15

Since there is no restriction on the choice of the QM level of theory in the QM/MM approach,
many different QM methods have been used in QM/MM simulations of reaction processes.
The QM methods vary from the semiempirical level Empirical Valence Bond (EVB),3 MNDO,
16 AM1,17 PM3,18, 19 and Self-Consistent Charge Density Functional Tight Binding (SCC-
DFTB),20, 21 to ab initio Hartree-Fock, MP2, and Density Functional Theory (DFT).22–24
Compared with the plentiful choices of QM methods, the MM subsystems vary much less
between simulations and often assume the form of common classical MM force fields which
are comprised of empirical covalent terms (i.e., bond, bond angle, dihedral, and improper
dihedral terms), and nonbonded van der Waals and electrostatic interactions. With such flexible
combinations of QM and MM methods, simulation studies of many reaction processes have
demonstrated that within current computational capabilities, the QM/MM method has become
the most effective way for simulating condensed phase reactions.5, 9–13, 25–28

Different QM methods usually possess correspondingly different levels of accuracy and
computational cost, both of which may vary significantly for a given simulation. Consequently,
depending on the implementation of a specific QM level of theory, specific applications of
QM/MM methods have followed different routes to maximize the effectiveness of the QM/
MM method. Each route essentially evolves into a distinct QM/MM method with each method
focusing on different aspects of the reaction process. As each method possesses different
advantages and disadvantages, a brief review of these QM/MM methods will be given to set
the stage for presenting our new development.
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In general, when semiempirical methods such as EVB, MNDO, AM1, PM3, and SCCDFTB
are used as the QM model, the computational cost is low with the currently available
computational capacity. As a result, classical approaches such as umbrella sampling,29 PMF
calculations, and thermodynamic integration (TI) can be applied in a straightforward manner
to the calculation of the structural and energetic properties of a reaction. Usually, a reaction
coordinate is chosen as a combination of geometric and/or energetic terms. The conformations
are then sampled and the free energy changes of the molecular system along this reaction
coordinate is computed. Because broad sampling of phase space is attainable in this situation,
the convergence of the results is satisfactory. However, the results may be less accurate and
reliable compared to ab initio QM calculations because of the well known deficiencies in
semiempirical QM methods, a problem which originates in the approximations made both in
the theory and in the parameterization process. It is thus highly desirable to use high-level,
accurate QM methods. This demand has in fact motivated the development of several QM/
MM free energy simulation techniques based on ab initio quantum mechanics.

Jorgensen’s group has developed the quantum mechanical free energy (QM-FE) approach.
30–34 In this approach, the reaction path is optimized for a model reaction system in gas phase.
To compute the free energy of the reaction process, free energy perturbation (FEP) is applied
along the pre-optimized gas-phase reaction path with the inclusion of the QM/MM interactions.
The interactions between the QM and MM subsystems are treated classically by either taking
them directly from MM force fields or by fitting to a QM calculation for a molecular cluster
in gas phase. This approach has been successfully applied to many solution reactions and some
enzymatic reactions.35 However, since the reaction path is pre-determined in gas phase, it is
not clear whether the solution reaction will follow the same path. The results would most likely
be more reliable if the path were determined in situ.

Warshel’s group pioneered in the development and application of QM/MM methods and has
recently constructed several approaches to calculate accurate ab initio QM/MM free energies.
25, 26 A strategy for combing those approaches, namely the hybrid ab initio quantum
mechanics/molecular mechanics (QM(ai)/MM) method,36–40 was developed for the study of
condensed phase reaction processes. The first step, and also the essence of this method, is to
build an EVB potential that approximates the potential energy surface from ab initio QM
methods. In the second step, the EVB potential is used to perform long timescale dynamic
sampling of the whole molecular system which ensures the convergence of statistical sampling
in phase space. The free energies are also calculated on this EVB surface using standard
sampling approaches. The final step of this method is to recover the free energy difference
between the EVB surface and the ab initio surface. Free energy perturbation combined with
the linear response approximation (LRA) is used to evaluate this term. The application of this
method to a wide range of problems has demonstrated its success. There are, however, several
technical concerns. The first is that the construction of the EVB potential is a non-trivial
problem and often requires clear and clever understanding of the chemical process. The second
relates to how well the EVB potential approximates the ab initio surface. The third concern is
that this method does not provide direct determination of the transition state structure.
Nevertheless, the idea of using a reference potential has proven to be successful and applicable
in general, from which several more recent approaches share a similar spirit.41

Our group has developed a combined quantum mechanics/molecular mechanics free energy
perturbation (QM/MM-FE) method for the simulation of enzymatic reaction processes.1, 10,
42, 43 Our approach consists of three major components: the pseudobond ab initio QM/MM
method which provides a smooth interface between the QM and MM subsystem and thus a
well-defined potential energy surface, the efficient iterative optimization procedure which
determines the reaction paths within a realistic enzyme environment, and free energy
calculations which take into account the fluctuation of the enzyme system. To calculate the
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free energy of activation (or the potential of mean force) in the QM/MM-FE method, we made
two assumptions: (1) the dynamics of the QM and MM subsystems is independent of each
other and (2) the QM subsystem fluctuations are harmonic. Then, we calculated the
contribution to the free energy from the fluctuations in the MM subsystem with the FEP
method, and approximated the contribution to the free energy from the fluctuations in the QM
subsystem with harmonic frequency calculations. In addition, we approximate the QM/MM
electrostatic interactions by the interactions between point charges of MM atoms and point
charges of QM atoms; the latter being fitted to the QM electrostatic potential (ESP). This
approximation leads to pairwise interactions that are separable and cost much less in the
calculations. Therefore, the reaction path for the entire enzyme system can be iteratively
optimized by this simplified QM/MM description.1, 43 To further include the dynamical
contribution of the QM subsystem, the reaction path potential (RPP) method was developed.
2 The applications of this QM/MM-FE method have been shown to be successful.11, 12, 44,
45 The accuracy of the QM/MM-FE method has been tested against full free energy simulations
in two other laboratories41, 46 and has been shown to be excellent. By employing the idea of
reference potentials, further efforts have also been made to improve the accuracy in the
construction of the thermodynamic cycle and FEP simulations. The main limitation of the QM/
MM-FE method is, however, that the optimization of the reaction path depends on the choice
of the initial conformation,47 although it is debatable how much this dependence can bias the
results in the simulations of enzymatic reactions (Cisneros and Yang, to be submitted). In
solution reactions, nevertheless, this dependence becomes the main obstacle in applying the
static, iterative optimization to the calculation of reaction paths1, 43 because of the disorder
and rapid change of the positions of solvent molecules.

Extending the capability of the QM/MM-FE approach thus requires eliminating the
conformational dependence of the reaction path. To do so, a naïve approach would be to carry
out a set of several QM/MM-FE simulations with different starting conformations and then
average over the individual simulation results. Although logically sound, this idea becomes
practically intractable for two reasons. First, when the MM environments undergo significant
conformational change during the reaction process, there is no guarantee that a converged
reaction path can be obtained for given starting conformations. Second, averaging over results
of a set of simulations is not trivial, because proper weighting is required for each simulation.
To make the result meaningful, a rigorous theory is required to guide the selection of starting
structures and the averaging of results. This theory is currently lacking.

To solve this problem, the conformational dependence of the QM/MM-FE method must be
traced back to its origin. Like many other ab initio QM/MM methods, the potential energy
surface is sampled first in the QM/MM-FE method, and the free energy profile is built
afterwards for selected points on that energy surface. Consequently, the results depend on the
selection of the initial conformation whose energy surface is used for reaction path
optimization. To remove this dependence, the reaction path must be determined on a free energy
surface in which the contributions of the MM conformations are appropriately included by
ensemble averaging. The choice of an initial conformation thus becomes irrelevant in
constructing the reaction path. Optimizing the reaction path on the free energy surface also
possesses another advantage. That is, the interpretations of experimental studies are primarily
based on classical transition state theory which relates the reaction rate constant with the free
energy change. Thus, a theoretical free energy description of the reaction process correlates
naturally with experimental study. In other words, the reaction path is computed on the free
energy surface so that there is no need to map between different surfaces; the structures of the
reactant state, transition state, and product state determined in this manner genuinely match
the definitions in the classical transition state theory. For this purpose, methods for sampling
the free energy surface of the reaction system must be developed.
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Simulation methods have been proposed for exploring the free energy (as opposed to the
potential energy) reaction path for small molecular reaction systems in gas phase, since the
calculation of the free energy is achievable for those systems even with high level QM methods.
48–50 In this case, the full system is treated quantum mechanically and the free energy is
simulated with the “brute-force” approach, i.e., direct sampling of the phase space of the entire
QM/MM system. The free energy path is determined with the assistance of a pre-defined
reaction coordinate. It is obvious that such methods cannot be applied to reactions in condensed
phases for which the direct phase space sampling of the QM system is prohibitive. For those
complicated reaction systems, methods have been proposed to explore the free energy surface
of the system under the QM/MM framework, mainly with semi-empirical QM methods.51–
55 Applications have been reported, but are limited mainly to the optimization of the transition
state structure of aqueous reactions. Thus, a complete, practical, and effective treatment based
on ab initio quantum mechanics is still lacking.

We develop here an ab initio QM/MM minimum free energy path (QM/MM-MFEP) method
to achieve dual goals in a single simulation, i.e., optimization of the reaction path on a free
energy surface and calculation of the free energy profile of the reaction process. The essence
of this method is to calculate the reaction path on the PMF surface of the QM/MM system. To
accomplish these goals, we develop formulas to compute both the free energies and the free
energy gradients of the system so that we are able to use all the degrees of freedom of the QM
subsystem to define the reaction coordinate and hence optimize the reaction path and calculate
the associated free energy changes. The relative free energies between different QM
conformations are computed by the QM/MM-FE approach previously developed in our
laboratory; the free energy gradients of the QM subsystem are computed through molecular
dynamics sampling of the MM environment. The reaction path is then optimized by means of
a chain-of-conformation approach. Compared with other approaches, this method has several
distinct features: it drastically minimizes the computational need of the QM calculations which
then allows the use of very accurate high-level QM method; it uses all of the QM degrees of
freedom to define the reaction coordinate which relieves the bias from improper choice of
reaction coordinate; it naturally generates a one-dimensional reaction profile without the need
of converting from a high-dimensional potential energy surface; most importantly, the reaction
path is optimized on the free energy surface, thus there is no longer a dependence on the choice
of the initial molecular conformations.

The paper is organized as follows: We will first review the QM/MM approach with approximate
QM/MM electrostatic interactions. We will then show how to approximate the free energy as
a function of the degrees of freedom of a selected subset and how to calculate the free energy
gradients which allows conformation/path minimization on a free energy surface. With the
QM/MM free energy perturbation approach, we then show how to optimize the reaction free
energy path with available chain-of-conformation methods such as the nudged elastic band
(NEB) method,56 the Ayala-Schlegel second order minimal energy path (MEP) method,57
both having been adapted and extended by our laboratory for application to QM/MM
simulations of large and complex systems.10, 58 We can also use most recent and very efficient
quadratic string method (QSM)59 for reaction path determination. We further introduce a RPP
method2 using the mean-field approximation for the contribution of the effects of the MM
environment. Finally, we present an application of this method to the first step of the reaction
catalyzed by triosephosphate isomerase (TIM).

Theory
QM/MM Hamiltonian with ESP charge simplification

For simulating complex reaction processes in the condensed phase, we describe a reaction
system by the combined QM/MM approach: we select a small structural part of the system to
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be described by the QM method and the rest by an MM force field. The total energy of the
whole system is then

(1)

where rQM and rMM represent the coordinates of the QM and MM subsystems, respectively.
The three terms on the right hand side are the quantum mechanical energy of the QM subsystem,
the interaction between the QM and MM subsystems, and the molecular mechanical energy of
the MM subsystem, respectively. The interaction between the QM and MM parts is comprised
of electrostatic, van der Waals, and covalent QM/MM link terms. The bonds connecting the
QM and MM parts, which are usually present in enzymatic reaction system, are described by
the pseudobond method.42 Thus, one can decompose the total energy of the system into the
sum of different components as

(2)

The first two terms on the right hand side, the QM energy and the electrostatic interactions
between the QM and MM parts, are obtained together via a combined QM/MM Hamiltonian
in a self-consistent electronic structure calculations. In order to calculate the free energy, we
follow the QM/MM-FE approach developed previously,1 and make an approximation here
that the QM/MM interaction can be further decomposed as

(3)

where q and Q are the point charges of the MM and QM atoms, respectively. The former is
taken from the MM force field, and the latter must be determined by fitting the ESP from QM
calculations60, 61 in a proper MM environment. The underlining assumption here is that the
fluctuation of the electrostatic potential of the QM subsystem caused by the fluctuation of the
MM conformations can be neglected because it is small compared to the magnitude of the QM
electrostatic potential. It should be noted that the QM electrostatic potential has already been
polarized by the MM environment at a well-defined conformational state. This assumption can
be further improved as discussed later. When the geometry of the QM subsystem is frozen and
the MM subsystem is fluctuating, as in the case of the QM/MM-FE approach, it is not efficient
to calculate the ESP charges for every MM conformation. On the other hand, QM ESP charges
determined in a single MM environment are strongly influenced by the particular MM
conformation, so the use of this set of QM ESP charges in the calculation of the electrostatic
interactions with other MM conformations will thus be biased.

To reduce this bias in the original QM/MM-FE approach, we develop here the following
strategy: we will use the mean field of the electrostatic potential from the MM subsystem to
generate the QM ESP charges. That is, given multiple MM conformations, the effective way
to determine the best set of ESP charges would be to use the mean electrostatic field of the
MM conformations. The QM Hamiltonian is then

(4)

where N is number of MM conformations recorded in the trajectory, rn,j represents the
coordinates of MM atom j of the n-th MM conformation. Within this averaged electrostatic
field, the wave function of the QM system is solved and ESP charges are obtained. For this
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scheme, the best way to determine the QM ESP charges will be an iterative self-consistent
approach: starting from a set of ESP charges (from a single MM conformation perhaps), sample
the MM conformations by molecular dynamics (MD) or Monte Carlo (MC) simulation and
record the trajectories, calculate the ESP charges using the mean electrostatic field from
trajectories as in Eq. 4, and repeat the MM sampling and recalculate the ESP charges until they
are converged. In practice we have found that the ESP charges from a short MD simulation of
the MM subsystem are usually acceptable and we therefore did not pursue this self-consistent
scheme any further. This simplified QM/MM approach with ESP charges solved within the
mean-field approximation now provides us a feasible force field for efficient simulation of the
reaction system.

Potential of Mean Force of the QM Coordinates
For calculating thermodynamic properties, an accurate force field and a converged phase space
sampling are both necessary. For a complex system of interest, e.g., a chemical reaction in
solution or an enzyme, the enormous number of degrees of freedom makes it inefficient and
often impossible to treat the whole system with high accuracy. An effective scheme would
involve focusing on a small number of degrees of freedom thought to be the most important
to the reaction process, and modeling the remaining contributions by a simplified description.
Therefore, we would expect to reach a balance between accessible precision and affordable
complexity by combining fine and coarse grained methods together. This idea of combining
theories of different levels has been proposed and applied in many ways in the simulation
studies. For instance, the hybrid QM/MM method is an implementation of this idea in the
construction of simulation force field and its effectiveness is well appreciated. Likewise, one
would also like to seek a simplified thermodynamic description of the system based only on a
small number of important degrees of freedom. This is toward the potential of mean force
description of a reaction system in which the contribution of a large number of less important
degrees of freedom have been ensemble-averaged out in the free energy expression of the whole
system. It is obvious that such a PMF description of the reaction system bears two advantages
compared with conventional approaches based on the exploration of the potential energy
surface: the state of the system is consistently defined in a much simpler way without the
complications from the environment, and the thermodynamic properties are genuinely obtained
without extra effort. There have been applications reported for the sampling of PMF surfaces,
either for small molecular systems in gas phase,48–50 or for systems in the condensed phase
but with simplified QM approaches.51–55.

Here, we focus on the calculation of such a PMF with ab initio QM/MM methods. We derive
below a PMF description of a reaction system within the QM/MM framework, although the
theory is not dependent on the QM/MM method. The partition function of a QM/MM system
is

(5)

in which E is the total energy of the system as a function of both rQM and rMM; M and M′
represent the number of degree of freedom of the QM and MM subsystems, respectively. The
free energy of the system is then

(6)

If we focus on the conformation of a selected subset of the system, e.g., the QM subsystem,
we have a free energy expression of rQM which is also regarded as a potential of mean force
of rQM, that is,
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(7)

The integration of the potential of mean force in the rQM space recovers the complete free
energy of the system:

(8)

With the MM contributions averaged out, the conformational space of the whole reaction
system has been reduced to the potential of mean force surface of the QM subsystem. The
problem of determining the reaction path and the activation free energy in a very complicated
phase space of the whole system becomes a greatly simplified problem of exploring the PMF
surface of the QM degrees of freedom.

Before proceeding, we like to make two comments on this PMF expression. First, with the
assumption of the ergodicity of MD (MC) simulation, this PMF surface takes into account the
complete thermodynamic contribution of the MM environment, while the direct dynamic
(thermal) contribution of the QM part is not considered. For the latter term, the only rigorous
way to compute is direct ab initio QM sampling, which is obviously too expensive to
accomplish in the near future. However, with the equations derived below, one may either
estimate the contribution of the dynamics of the QM part by computing the (thermodynamic)
frequencies of the QM subsystem, or employing the reaction path potential method to carry
out synergized dynamics sampling between the QM and MM parts. Second, in this expression,
the reaction coordinate is defined in Cartesian space. Of course one can use more general
geometrical coordinates to describe the reaction process and derive correspondingly the PMF
expression for those coordinates. However, as we will discuss in later sections, cautions need
to be taken to handle the mass-metric term which requires the evaluation of the inertial forces.

To sample the PMF surface of the QM conformation, the gradients for the PMF surface, i.e.,
the derivatives of the PMF with respect to the coordinates of the QM subsystem must be
calculated. The free energy gradient acting on QM atom i is computed as.

(9)

where the bracket represents ensemble averaging and the subscript rMM represents an ensemble
of MM conformations. Therefore, the gradient of the PMF is in fact an ensemble average of
the gradients of the QM atoms, which must be evaluated by sampling the phase space of the
MM subsystem with the QM conformation frozen. Similarly, when the second derivatives (i.e.
Hessian) of the QM atoms are desired for computing the entropic contributions, for example,
the formula is

(10)
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To implement the calculation of the PMF force, we take the expression of the QM/MM energy
as defined in Eq. 2 and also assume the QM density is frozen as defined in Eq. 3. The force is
then

(11)

Accordingly, the second derivatives are written as

(12)

The availability of the first and second derivatives allows us to explore the phase space of the
QM subsystem much more efficiently by conventional methods such as energy minimization
and MD.

Reaction Path Minimization
Eq. 7 essentially represents a multi-dimensional PMF: additional procedures are required to
convert it into the quantity (activation free energy) directly measured in experiments, which
consisted of one and only one canonical order parameter to characterize the reaction progress.
Therefore, to employ this equation in the QM/MM free energy simulation of the reaction
process, a proper set of (Cartesian or internal) geometric or energetic coordinates is usually
identified such that their combination closely mimics the canonical order parameter. This set
of coordinates is commonly known as the reaction coordinate. In practice, the determination
of the reaction coordinate is non-trivial, especially for many complicated reactions catalyzed
by enzymes. Instead of choosing a reaction coordinate more or less arbitrarily and always
bearing the risk of it being incomplete or inappropriate,62 we allow the reaction coordinate to
be described by the coordinates of the entire QM subsystem, which eliminates the risk of it
being improperly defined to the largest extent possible. Moreover, to efficiently employ the
QM coordinates as the reaction coordinate, we select a series of discrete conformations parallel
to the reaction process. The distance vectors between two adjacent conformations are used as
a local reaction coordinate; while many local reaction coordinates are pieced together to
constitute the global reaction coordinate. The chain of conformations is then optimized by
means of well-established methods43, 56–59 with the free energy profile of the reaction process
determined simultaneously via FEP.

To carry out the minimization for a chain of conformations efficiently, the free energy
gradients, and maybe even the second derivatives, must be computed for the individual QM
conformations. The relative free energies between adjacent QM conformations must also be
computed. The former step is achieved by Eqs. 11 and 12, while the latter may be performed
by using previously developed QM/MM-FE methods.1 In this method, the free energy
difference ΔA between two adjacent QM conformations is computed as

(13)

where the subscripts i and j are the indices of two adjacent conformations, the brackets represent
an

(14)

Hu et al. Page 9

J Chem Theory Comput. Author manuscript; available in PMC 2008 December 11.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



We now outline our QM/MM-MFEP method as follows

1. Generate an initial set of discrete conformations for the QM subsystem connecting
the reactant state to the product state using any interpolation scheme. Relax the MM
environment for each QM conformation, if necessary. These intermediates states, plus
the reactant and product states, form a chain of conformations.

2. For each conformation, compute the QM energy, ESP point charges, and forces for
the QM subsystem using a standard QM/MM scheme.

3. Perform an MD simulation on the MM subsystems of each image with the QM
conformations frozen. The QM/MM interactions employed in MD simulation are
described by Eq. 3. During each MD step, the QM/MM forces on the QM atoms and
the energy differences between a given QM conformation and its adjacent QM
conformation(s) are computed and recorded for computing the free energy difference.

4. After a period of MD simulation, calculate the free energy difference between two
adjacent conformations, as well as the free energy forces. Then apply one step of
coupled optimization with a method such as NEB, Ayala-Schlegel MEP, or QSM to
optimize all conformations on the chain.

5. Exit the optimization process if the path is converged by the pre-defined criteria.
Otherwise, go to step 2 and continue for another cycle.

As discussed in previous sections, to obtain the highest quality ESP charges, the best approach
would be to repeat steps 2 and 3 in an iterative, self-consistent manner. However, in practice
we have found that ESP charges obtained after one MD simulation are accurate enough for
future calculations. To reduce the computational time required, we have also made the
approximation of using the MM conformations sampled during the MD simulation of the
previous minimization step as the electrostatic background for the QM calculation, instead of
self-consistently calculating them during the current minimization step. In practical simulations
where the step size of the optimization can be controlled, we have found that this approximation
works effectively (Data not shown).

Since one minimization cycle of the QM/MM-MFEP method consists of only one QM energy
and force calculation, a certain length of MD simulation, and a single optimization step, the
computational need for the QM calculations has been significantly reduced. The time spent on
the QM calculations becomes minor compared to that of the MD simulations. For a typical
QM/MM simulation of an enzyme reaction, the number of QM atoms is usually on the order
of 101 ~ 102, while the number of MM atoms varies drastically between 104 and 106. In such
a case, one ordinary hybrid DFT such as B3LYP63, 64 calculation with a double-zeta basis set
for the QM subsystem takes only minutes to a few hours, while the MD simulation of 102 ps
will take several tens of CPU hours. Because the MD simulation competes as the computational
bottleneck and the time required for the QM calculation is relatively small, very high level ab
initio QM methods may be used to improve the accuracy. On the other hand, the MD
simulations may be carried out with well-established parallel algorithms to speed up the MD
sampling.

To facilitate the convergence of the reactant path optimization, it appears to be practically more
efficient if the reactant and product states are optimized prior to the iterative MD sampling/
optimization procedure and their QM conformations frozen during the subsequent path
optimization process.
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Reaction Path Potential with a Mean MM Field
In the QM/MM-MFEP method, the QM subsystem is frozen for reducing the computational
cost of the QM calculations. This treatment essentially removes the dynamics of the QM part
and decouples any possible dynamic correlation between the active site and the conformational
change of the enzyme environment. However, it should be noted that the coupling between the
chemical reaction process and the large amplitude conformational motion of the enzyme can
be seamlessly interfaced with the QM/MM-MFEP method (Hu et al., unpublished). Therefore,
the only approximate term is the harmonic approximation of the QM subsystem. Since the
details of the dynamics of the QM active site associate directly to the question of whether or
not the enzyme achieves its catalytic function through coupling between the dynamics of the
active site and other structural components, it is very important to simulate the dynamics of
the QM subsystem.

In order to achieve the goal of QM dynamic sampling with a computationally affordable
approach, we extend the previously developed RPP method2 in the framework of a mean-field
approach. The RPP originates from the idea of the reaction path Hamiltonian,65 which expands
the exact quantum mechanical Hamiltonian of a reaction system to different orders of
perturbations, thus allowing the inexpensive yet accurate calculation of energetics for the
region of phase space around the reaction path. In our method, the QM subsystem is spatially
embedded in a buffer of atoms sampled during MD simulation. That is, the QM subsystem
experiences the mean field of the MM environment. For each QM atom α, the external
electrostatic field is

(15)

where ra represents the coordinates of QM atom α, N is the number of snapshots recorded
during MD simulation, MN is the number of MM atoms recorded in the N-th snapshot, qm is
the atomic charge of MM atom m, and ram is the distance between MM atom m and QM atom
α. Because the changes of the ESP-fitted charges of the QM atoms can be represented by the
response to the perturbations, by truncating the response to the first order of perturbations, we
can calculate the change of the ESP charges with respect to the changes in the geometries and
external electrostatic potentials. To do so, we compute two response kernels for the QM atoms,
namely, the changes of the QM ESP charges in response to the change of the external
electrostatic potential

(16)

and the changes of the QM ESP charges in response to changes in the QM geometries

(17)

where Qα is the ESP-fitted change of QM atom α, νβ is the mean electrostatic potential of QM
atom β defined in Eq. 15, and the subscript N defines the constraint that the number of electrons
must remain constant N. The first response kernel χαβ was introduced by Kato and coworkers,
66 and the second kernel καβ by our group.2 With these response properties, the polarized
charge of QM atom α is computed as
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(18)

The superscript ref designates the reference state in the absence of the perturbation. The
electrostatic interaction between the QM and MM subsystems is the simple Coulombic
interaction between point charges

(19)

The intenial energy of the QM sub system is defined as

(20)

which can be computed as2

(21)

That is, the energy is expanded to second order of perturbations around the initial conformation

(denoted as ) and the initial electrostatic potential it bears denoted as ). With the
definitions of Eq. 18 and 19, the total energy of the system is then defined in a similar manne
150r to Eq. 2 as

(22)

The derivation of the RPP allows dynamic sampling of the QM subsystem without the need
for expensive QM calculations at every step, and also allows the direct simulation of the free
energy difference between different conformational states through well-established classical
or quantum free energy simulation techniques.44, 45

Simulation Details
To examine the validity and effectiveness of the minimum free energy path method proposed
here, we have studied the first reaction step catalyzed by the enzyme TIM. As shown in Figure
1, the reaction involves a proton transfer from the substrate to the sidechain carboxylate group
of Glu 164. This reaction step has been studied many times previously.1, 2, 7 Since our intention
here is to examine the applicability of the QM/MM-MFEP method, we have carried out the
simulation under a setup similar to studies previously reported.

For this system, all protein atoms were included in the simulation, and a solvation sphere of
21 Å was created around the C1 atom of the substrate molecule. Any residues or water
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molecules in which all atoms are greater than 16 Å away from all atoms of the substrate were
restrained by a harmonic force of 10 kcal mol−1 Å−2 with respect to their initial minimized
positions. A flat-bottomed restraint was added to all free water molecules to prevent them from
crossing the restrained shell of atoms and escaping into the vacuum space. This restraint
potential takes no effect until the distance between a specific water molecule and the C1 atom
of the substrate is greater than 16.5 Å. The final system was comprised of 6618 atoms, of which
3795 belong to the protein and the substrate molecule, and 2823 belong to the 941 water
molecules.

The parameters of the AMBER force field67 incorporated into the TINKER program68 were
used to model the classical MM interactions. In all simulations, a dual cutoff of 9 and 15 Å
was used to separate the short- and medium-range interactions. The non-bonded pair lists were
updated every 16 fs. The multi-timestep method was used for integration,69, 70 with time steps
of 1 and 4 fs for the short- and medium-range forces, respectively. The temperature of the
system was kept at 300 K by a Berendsen thermostat.71 The medium-range QM/MM
electrostatic interactions were modeled as pure classical interactions between the ESP point
charges on the QM atoms and the point charges on the MM atoms; only the short-range
neighboring MM atoms were included in the quantum mechanical calculation for the energy,
gradient, and ESP charges. In other words, only the polarization effects from the short-range
MM atoms were considered for the QM atoms.

The MD simulations and minimizations were carried out with the program Sigma,72–74 which
was interfaced with Gaussian 0334 for performing the QM calculations. For the QM
calculations, the HF/3-21G method was used while the QM/MM hybrid bonds were modeled
with the pseudobond method.42 These choices were made for ease of comparison with previous
studies, with no attention paid to the effect of the level of theory and basis set on the actual
reaction mechanism.

For this model reaction system, the initial structures of the reactant and product states were
obtained from previous studies.1, 2 The reaction process was modeled by linear interpolation
between the reactant and product geometries to yield 13 intermediate conformational states.
These 15 structures were used for all optimization and simulation studies. As described in the
methods section, the QM part was frozen during the dynamics sampling of the MM part, i.e.,
their positions are not changing, and their velocities are set to zero. The SHAKE
algorithm75 was completely turned off for the protein molecule, which means the interactions
of all protein bonds were explicitly computed, including the crossing bonds between the QM
and MM atoms.

Beginning from the interpolated structures, the reaction path was determined by a three-stage
optimization: standalone free energy minimization of the reactant and product states, NEB
optimization,56 and Ayala-Schlegel MEP optimization57 on the QM/MM free energy surface.
11, 43 After the first minimization step, the QM structures of the reactant and product states
were kept frozen in the subsequent NEB and Ayala-Schlegel MEP optimizations.

All optimizations were carried out with the algorithm outlined in previous section. In general,
each optimization cycle consists of one QM calculation which yields QM energies, gradients,
and ESP charges, followed by MD simulations for calculating the free energy gradients of the
QM subsystem and the free energy differences between adjacent conformations. After that, a
optimization step is made on the basis of the free energies and the free energy gradients of the
chain of conformations. The length of MD simulation in each optimization step has vital impact
on the quality and efficiency of the global optimization process. Longer simulations yield better
convergence of the energies and gradients. Because there is no easy and automated tool to
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determine the required length of the MD simulations, the convergence properties of the free
energies and free energy gradients of each QM atom must be determined from trial simulations.

Nevertheless, to speed up the calculation, MD simulations of different lengths can be carried
out in the NEB optimization process. In the current system, each NEB optimization step in the
beginning stage consisted of one QM calculation followed by 40 ps of MD simulation for the
computation of the free energies, free energy gradients. After 20 steps of optimization, the MD
simulation time was extended to 80 ps for better convergence. An additional 40 steps of NEB
optimization were then carried out and yielded a reaction path which was used as the input for
the Ayala-Schlegel MEP optimization in the next stage. We observed slow convergence in the
later stage of the NEB optimization, consistent with the observations of many others.

Starting from the last NEB path, Ayala-Schlegel MEP optimization was performed to
determine the exact reaction path and most importantly, the structure of the transition state. In
all MEP optimizations, the MD simulation time was 128 ps to ensure good convergence of the
free energies and free energy gradients. The MEP convergence criteria were loosened to 1 ×
10−3 hartree for energy and 1 × 10−3 hartree bohr−1 for the gradients. Different sets of
optimizations were carried out with different maximum step sizes, but all optimizations
converged to nearly identical transition state structures and activation free energies.

After we obtained the exact MEP path, reaction path potential calculations with the mean-field
approximation were carried out for the reactant state and the transition state, respectively, and
each yielded an RPP function that allowed us to simulate the dynamics of the QM subsystem
just as the same as carrying out ordinary MM simulations. The free energy difference between
the transition state and the reactant state was then simulated by slow-growth free energy
simulation method.76–78

Results
All the optimization algorithms implemented here depend on the evaluation of the relative QM/
MM free energies between different conformational states and the free energy gradients defined
in Eq. 9. The convergences of both quantities are crucial for the effectiveness of the
optimization process.79 To demonstrate how the free energy gradients converge in a
simulation, we plotted the evolution of the free energy gradient components of all QM atoms
in a course of a simulation of 128 ps, (Figure 2) with first 12 ps disregarded as an equilibrium
process. It was clear that most components achieved good convergences within 30 ps. After
80 ps, all components reached stable plateau. The free energy perturbations between different
conformational states converged in general faster than the gradients. One in fact can examine
the correctness of the free energy gradients by carrying out free energy perturbations with
numerical differentiation of the QM coordinates.

To illustrate the effectiveness of our approach, Figure 3 plots the final free energy profile for
the NEB/FEP optimization. The final optimized activation free energies were 22.0 and 8.4 kcal
mol−1 for the forward and backward reactions, respectively. Not surprisingly, these numbers
are larger than those of previously reported similar studies.1, 2 Since NEB converges very
slowly when the path gets close to the exact path, it is very difficult to locate the exact reaction
path and transition state. For this reason, we did not pursue other complicated NEB schemes
to improve the accuracy of the results.

Figure 4 illustrates the free energy profile determined in the MEP/FEP optimizations. The
activation free energies were 21.6 and 4.8 kcal mol−1 for the forward and backward reactions,
respectively. These values are close to what reported previously at the same QM level of theory.
The structure of the transition state is also close to the one previously reported.1 At the transition
state, the difference between the C1-H1 and H1-O2 bond lengths was 0.37 Å. In previous
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studies, this distance difference was used as the reaction coordinate and was determined to be
0.4 Å at the transition state.

The free energy difference between the reactant state and the transition state was determined
by the slow growth method with the reaction path potentials. The latter was computed from
the reaction path optimized in the MEP/FEP simulations. The activation free energy was 19.8
kcal determined in this way. This value is slightly lower than those obtained previously. Such
a difference may be attributed to the subtle difference between the reaction paths determined
by different methods, or the longer MD relaxation of the MM environment in current study.

Discussion
Comparison with Related Studies on TIM

In current study, there is an apparent resemblance between the activation free energies obtained
from NEB/FEP and MEP/FEP optimizations. It should be noted, however, that such a
resemblance has no implications on the effectiveness of each method. Instead, it is well known
that for complicated systems, the NEB method converges slowly and often fails to locate the
exact position of the transition state. In addition to the slow convergence, the errors from two
other known problems of the NEB method, straddling and corner-cutting the true transition
state, tend to cancel out. As a result, the similar free energy barriers in both calculations come
from the fact that the NEB optimization doesn’t locate the true transition state; otherwise, a
higher barrier would be expected for the NEB method. It would be interesting to use the recently
developed QSM method59 which displays superlinear convergence and has been shown to be
significantly more efficient than NEB.

For the model reaction step of TIM we have investigated here, the results of the present study
are in good agreement with previous studies employing the same QM level of theory.1, 2 The
structures of the reactant state, transition state, and product state are very similar to those
previously obtained. The only notable difference is that the activation free energy of the forward
reaction process obtained here is ~ 2 kcal mol−1 lower than previous results. Several factors
may contribute to this difference, including: extensive MD sampling of the enzyme MM
subsystem in this study, minimization on the free energy surface rather than the potential energy
surface. The fact that the structural differences between the current and previous studies are
small tells us that the results from the current approach are consistent with previous work.

Compared with many other QM/MM simulation methods, the current QM/MM-MFEP method
uses all of the QM degrees of freedom as a reaction coordinate, and thus does not require the
explicit choice of the reaction coordinate prior to the simulation process. This considerably
reduces the risk of incorrectly choosing the reaction coordinate, as it has been shown that
improper choice of the reaction coordinate will bias the simulation and slow down the
convergence.62 The problem of the inappropriate choice of the reaction coordinate is more
severe in simulations using coordinate driving types of techniques in which the choice of the
reaction coordinate not only strongly influences the ability to sample phase space correctly,
but also causes technical difficulties when the changes of specific geometrical properties are
stepwise or nonlinearly correlated. With the coordinates of the whole QM subsystem naturally
utilized as the reaction coordinate, one no longer bears those problems.

Of course this method of constructing a reaction coordinate is an advantage but not a unique
feature for the QM/MM-MFEP method. It is obvious that there is no need to explicitly specify
the geometrical reaction coordinate in any QM/MM simulation of a reaction, as long as the
global reaction coordinate is pieced together from a chain of conformations such as those
implemented in the NEB, Ayala-Schlegel MEP, and QSM algorithms. On the other hand, the
QM/MM-MFEP approach does not exclude the use of a well-defined reaction coordinate. If a
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reasonable reaction coordinate is available, one could by all means use this reaction coordinate
in the QM/MM-MFEP simulation. In this situation, the known reaction coordinate will speed
up the convergence of the free energy simulation, simplify the definition of the free energy
gradients, and subsequently allow the use of other free energy simulation techniques.

The most important improvement of the QM/MM-MFEP approach compared with the original
QM/MM-FE approach is that the results of the simulation no longer depend on the choice of
the initial conformations, thus eliminating the bias from the initial structure. In many simulation
methods previously proposed, including the QM/MM-FE method, the reaction path is usually
determined with a static enzyme structure, i.e., on a single zero-temperature potential energy
surface. Even though the enzyme structure is energetically minimized during the process of
determining the reaction path, the configuration of the protein molecule is nearly immobile
structurally, i.e. large-scale conformational changes such as domain motions or even the
transition of sidechain rotamer states are almost completely prohibited. This dilemma causes
two problems in the simulation of enzymatic reactions. On one hand, when specific MM groups
undergo significant conformational change during the reaction process, it is technically
difficult to obtain a converged reaction path. On the other hand, since in the native state an
enzyme molecule can access an enormous number of conformational minima, choosing a
particular minimum state will bias the results. According to the rigorous statistical mechanics
principle, it is incorrect to use a reaction path obtained within one particular enzyme
conformation to represent the thermodynamic behavior of the enzyme. Moreover, a reaction
path determined on the zero-temperature potential energy surface is not the thermodynamic
path as measured in experiments. Those problems were overcome by the QM/MM-MFEP
method in a theoretically sounded way.

It may appear that the agreement between the results of the current and previous study is at
odds with the idea that the results of QM/MM-FE method were strongly dependent on the
choice of the initial structure model. It has been shown that this dependence can lead to some
uncertainties in the simulation studies.47 Since the dependence was removed in current
approach, one is expected to see a clear difference between the current and previous results.
To resolve this discrepancy, we note that the setup of the current model system does have a
significant impact on the results. The numerous positional restraints applied to those atoms
outside the active sphere of atoms to a large extent limits the sampling of phase space of the
protein molecule, and subsequently the phase space of the QM atoms of the active site. In spite
of these structural restraints, we still see a significant difference between the computed
activation free energies of the potential energy and minimum free energy paths.

Connection to Previous Studies of Sampling the Free Energy Surface
The idea of representing the structural and thermodynamic properties of a molecular system
in terms of the PMF surface of a few variables is a quite general idea in statistical mechanics.
76, 80 Past simulation study often focused on building the PMF surface in simulations through
various techniques such as umbrella sampling,29 free energy perturbation,81 and
thermodynamic integration.76 Only recently it was proposed to explore the phase space of the
system by directly walking the PMF surface.52–55 Several groups have extended the theory
and the simulation techniques, and have also reported several example applications to different
reaction systems.48–50, 79 The work reported here should still be regarded as an important
further improvement and enrichment of the idea because of several key differences between
this work and those reported previously.

The QM/MM-MFEP method was built within the ab initio QM/MM framework, and thus is
appropriate for simulating reaction processes in enzymes and in solution. In our method, the
contribution of the MM environment has been explicitly considered. On the contrary, for other
previously reported applications,48–50, 79 either the reaction process took place in the gas
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phase or semiempirical QM methods were used. Therefore, the QM/MM-MFEP is better suited
for simulating complicated reaction systems with higher accuracy.

The difference in the means by which the reaction coordinate is chosen also results in different
implementations of the free energy simulation approaches in the QM/MM-MFEP and other
methods. In many other methods, the calculation of the free energy relies on the determination
of a reaction coordinate which is usually defined as a set of geometrical variables. The free
energy is computed by umbrella sampling or by computing the effective forces acting on the
reaction coordinate, and then the work and/or the free energies along the reaction path are
computed. Even though those approaches are still applicable in the QM/MM-MFEP method,
our QM/MM model also allows the free energy to be computed through direct free energy
perturbation on a chain of conformations. This provides additional flexibility when the reaction
coordinate is not so easily defined by geometrical terms.

One more important improvement in the QM/MM-MFEP method is the application of the
mean-field approximation. This approximation was used in modeling the electrostatic
interactions from the MM environment to the QM system in both the optimization of the
reaction path and the generation of the reaction path potential. The use of a mean MM field
has improved the numerical stability and quality of the ESP charges, thus speeding up the
convergence of the QM/MM-MFEP calculations. The reaction path potential has been also
derived within the mean field of the MM atoms. This allows the dynamics of the QM system
to be simulated without using the straightforward yet expensive full QM-MD methods.

The PMF surface of the QM/MM-MFEP method is built by means of molecular dynamic
simulation with frozen QM atoms. The freezing of the QM subsystem makes the current method
resemble some other methods such as the “blue moon sampling” which was developed with
the constrained dynamics sampling approach.82–84 It is clear that all these methods share the
same origin as from thermodynamic integration.76, 85 Interestingly however, the use of
Cartesian coordinates of the QM subsystem as the reaction coordinate of the QM/MM-MFEP
method again leads to the difference in the ways of carrying out simulation and analyzing the
results. When the reaction coordinate is chosen as a combination of general geometric variables
such as bonds, bond angles, and/or dihedral angles, the PMF expression of those variables is
still valid and takes a similar form to Eq. 7.82, 84 However, the calculation of the free energy
gradients with respect to those variables is not as simple as we derived here in Eq. 9. In fact,
it was shown that an additional term has to be included to count the metric tensor effect, caused
by the overconstraint on the momentum space.82, 84, 86–88 Previous work also indicated the
importance of this term.2, 79 On the contrary, when Cartesian coordinates are used as the
reaction coordinate, the metric matrix becomes a unit matrix, thus makes no contribution to
the evaluation of the free energy gradients.84.

Like many other methods for locating the reaction path, the QM/MM-MFEP method developed
here also has limitations. Apparently, the solution of the QM/MM-MFEP method depends on
the effectiveness of the optimization algorithms. As the NEB, Ayala-Schlegel MEP, and QSM
methods implements here are all developed for locating local minima, the QM/MM-MFEP
will also be a localized minimal path. This feature often does not become a serious problem
because in many systems good chemical intuitions often exist for the reaction mechanism.
Abundant structural and biochemical information is usually available for enzymatic reactions
from extensive biochemical experiments which will guide the simulation study. In such a case,
the computed path will be (at least) very close to global minimal path and the essence of the
chemistry will be captured to large extent with caution. Yet another factor that will impact the
accuracy of the results is the issue of timescale. As we derived the free energy force as an
ensemble-average of the forces bore in MD simulation (Eq. 9), we take the well-known
ergodicity assumption of MD sampling and also assume the results converge within routine
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simulation period. As shown in Fig. 2, this assumption may hold well in the case of TIM. There
are, however, many examples in the enzyme-catalyzed reactions that long-time conformational
dynamics play significant roles in the reaction process.89, 90 For those molecules, apparently
even nano-second MD simulations will not be enough to characterize the slow conformational
dynamics. To combat this problem, new methods which combine the advantages of the QM/
MM-MFEP method and other enhanced sampling approaches must be sought.

Further Improvements and Extensions to the QM/MM-MFEP Method
Even though we have shown here the effectiveness of the QM/MM-MFEP method, the
precision of the method can still be improved by better modeling of the QM/MM interactions.
Specifically, the abilities and accuracy of this method could be enhanced in at least two ways:

(a) Improving the electrostatic representation of the QM atoms in the MD
simulation—Consistent with the QM/MM-FE approach, a simple ESP-fitted charge is used
for each QM atom in the MD simulations. This is equivalent to the case where the whole QM
electron density is approximated by electrostatic monopoles at the atomic positions. It is
obvious that adding higher order electrostatic multipoles such as point dipoles to each QM
atom will greatly improve the quality of the ESP fitting, thus improving the precision of the
results. For enzymes, the improvement from atomic dipole moments may not be significant
because the large structural environment of the MM subsystem will overwhelmingly modulate
the motion of the small QM subsystem. For reactions in solution, however, dipoles become
more important since the structure of the solute-solvent cluster is strongly influenced by the
how correctly the local electrostatic interactions between the QM solute and MM solvents are
described.

(b) Improving the accuracy of the QM/MM calculation by surmounting the frozen
density assumption—For a given QM conformation, the electron density is assumed to be
frozen during the subsequent MD simulation process in the current method. We have reported
that the effect on the energetics is small for frozen electron densities. Still, the description of
the QM electron density may be improved by allowing it to fluctuate in response to changes
in the MM environment. Without any loss in efficiency, the linear response polarizable charge
model developed in the RPP method may be employed. Since the QM atoms are frozen, the
charges in Eq. 18 are simplified to

(23)

For higher quality reference charges and the response kernel, the mean-field approach should
be used. To show the validity of this polarizable charge model of the QM atoms, we compared
the QM/MM energies from two sources of a frozen QM structure with a set of different MM
environments in Fig. 5. One is computed from direct QM/MM calculation for each MM
environment, and the other from the classical electrostatic interaction between the MM atoms
and the polarized QM charges defined in Eq. 23. The response kernel here was computed by
employing the mean field of the collection of all MM atoms. The results clearly indicated that
the polarizable QM charge model can accurately reproduce the fluctuating QM density and
thus the QM/MM interactions. The excellent agreement between the energies calculated from
both methods also supports the use of the MM mean field in the QM/MM-MFEP method.

Significance of the QM/MM-MFEP Method
The conventional way of determining the chemical reaction path relies on the techniques of
exploring the energy surface of a small, isolated molecular system. For those systems, the
conformational states are often very well defined and the number of conformational states is
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small enough so that it is possible to carry out exhaustive calculations for every state. When
the reaction process occurs in the condensed phase, e.g., solution reactions and enzymatic
reactions, the many degrees of freedom make it impossible to evaluate all conformational states
one by one. Furthermore, the dynamics are hierarchically organized in proteins make it difficult
to define the micro-conformational states with the canonical reaction process for complicated
enzymatic reactions.91, 92 For this purpose, a PMF description of the reaction system with a
small number of degrees of freedom will reduce much of the complexity of the phase space
and simplify the simulation study of reaction processes.

The QM/MM-MFEP method allows the determination of reaction paths on the free energy
surface, rather than the potential energy surface. It has been shown that dynamics can play an
important role in the selection of the reaction path. The free energy path is one and only one
path that corresponds exactly to the macroscopic thermodynamic reaction process. Therefore,
it is crucial to develop simulation methods with the capability of sampling the free energy
surface, as in the QM/MM-MFEP approach.

Conclusions
The accuracy of the simulations of condensed phase reaction processes depends on two factors:
the ability of the method to faithfully describe the reactivity of the system under study, and the
convergence of the statistical sampling of phase space. The former is solved by introducing
quantum mechanics into the classical force field, while the latter can only be achieved by long
timescale MD simulation (or MC). For reaction processes in the condensed phase, the
complexity of the problem makes it difficult if not impossible to achieve the quantum
mechanical treatment for the entire system. For this reason, the hybrid QM/MM method has
been developed to reduce the computational cost. Even so, the excessive expense of high
accuracy ab initio QM calculation still remains the bottleneck of the simulation and prevents
the widespread application of the technique.

To reduce the cost of the QM calculations and bridge the gap between expensive ab initio QM
calculations and long timescale MD sampling, we have developed the QM/MM-MFEP method
to simulate reaction processes in the condensed phase, the essence of which to sample the
dynamic free energy surface rather than the static potential energy surface. Distinct features
of this method include the expression of the free energy profile of the system as a PMF surface
along a chain of conformations described by hybrid ab initio quantum mechanics and classical
molecular mechanics, with the contribution of the MM environment properly simulated by
classical MD simulation and the relative free energies between distinct conformational states
by computed QM/MM FEP. The method can be applied to numerous research projects, from
the optimization of a reaction path by the NEB or second order Ayala-Schlegel MEP method
to the simulation of the full energetics including the correlation between the dynamics of the
QM active site and the MM environment by the reaction path potential method. Therefore, it
provides a complete stepwise recipe for simulating reactions under the framework of the QM/
MM approach. The example application of the QM/MM-MFEP method on the TIM system
illustrates its validity and effectiveness.

Appendix: Potential of Mean Force as a Mean Field Approximation to the Free
Energy

We give here a different derivation of the PMF expression through a mean field approximation
to the free energy, providing an interesting interpretation of the PMF and also the minimum
on the PMF surface.

The partition function Z0 of a system (with momentum part factoring out) is written as
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(24)

in which E is the energy of the system, r the coordinate. It is noted that E is a function of r.
The equilibrium configuration density/distribution is then defined as

(25)

which obviously is normalized as

(26)

The free energy of the system is

(27)

We can define a free energy functional of an arbitrary distribution ρ

(28)

It is clear that if ρ = ρ0, A[ρ] approaches its minimal value as A(ρ0) = A0. This equation, known
the textbook of statistical mechanics, then serves as the variational principle for determining
the equilibrium distribution.

Suppose we have a system that is described by QM/MM force field. The energy of the system
is written as E(R, r), again with R the coordinates of the QM subsystem and r the coordinates
of the MM subsystem. By taking the mean-field approximation, we have

(29)

If we further assume that the QM atoms are frozen in space ρR (R) = δ(R − R0), then we have

(30)

Omitting the constant term, which is independent of the choice of R0, we now seek the condition
for the minimization of A[ρ] from all possible ρr (r), which gives

(31)

Using  in Eq. (30), we obtain the free energy as a function of R0, the QM fixed coordinates
in the frozen QM approximation:

(32)

which is just the potential of mean force (PMF) in the QM coordinate, Eq. (7) of the text.
Therefore, the PMF A(R0) is the approximation to the free energy under the mean field and the
frozen QM approximation. The minimum of the PMF A(R0) thus provides the best estimate to
the free energy of the QM/MM system under the same approximations with optimal QM frozen
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coordinates. This appears to be an interesting interpretation of PMF and the minimum on the
PMF.

Acknowledgements
Financial support from the National Institute of Health is gratefully appreciated. We also thank very helpful discussions
from Steven K. Burger and Jerry M. Parks. We thank the reviewers for prompt information on a related paper published
in Journal of Chemical Physics (Vol. 125, 024106) at the same time of the submission of this manuscript.

References
1. Zhang Y, Liu H, Yang W. Free energy calculation on enzyme reactions with an efficient iterative

procedure to determine minimum energy paths on a combined ab initio QM/MM potential energy
surface. J Chem Phys 2000;112:3483–3492.

2. Lu Z, Yang W. Reaction path potential for complex systems derived from combined ab initio quantum
mechanical and molecular mechanical calculations. J Chem Phys 2004;121:89–100. [PubMed:
15260525]

3. Warshel, A. Computer modeling of chemical reactions in enzymes and solutions. John Wiley & Sons;
New York: 1991.

4. Fersht, A. Structure and mechanism in protein science. W. H. Freeman and Company; New York:
1998.

5. Garcia-Viloca M, Gao J, Karplus M, Truhlar DG. How Enzymes Work: Analysis by Modern Rate
Theory and Computer Simulations. Science 2004;303:186–195. [PubMed: 14716003]

6. Shurki A, Warshel A. Why does the Ras switch “break” by oncogenic mutations? Proteins: Struct,
Funct, Genet 2004;55:1–10. [PubMed: 14997535]

7. Cui Q, Karplus M. Triosephosphate isomerase: a theoretical comparison of alternative pathways. J Am
Chem Soc 2001;123:2284–2290. [PubMed: 11456876]

8. Cui Q, Elstner M, Karplus M. A Theoretical Analysis of the Proton and Hydride Transfer in Liver
Alcohol Dehydrogenase (LADH). J Phys Chem B 2002;106:2721–2740.

9. Liu HY, Zhang YK, Yang WT. How is the active site of enolase organized to catalyze two different
reaction steps? J Am Chem Soc 2000;122:6560–6570.

10. Cisneros GA, Liu HY, Lu ZY, Yang WT. Reaction path determination for quantum mechanical/
molecular mechanical modeling of enzyme reactions by combining first order and second order
“chain-of-replicas” methods. J Chem Phys 2005:122.

11. Cisneros GA, Liu HY, Zhang YK, Yang WT. Ab initio QM/MM study shows there is no general acid
in the reaction catalyzed by 4-oxalocrotonate tautornerase. J Am Chem Soc 2003;125:10384–10393.
[PubMed: 12926963]

12. Cisneros GA, Wang M, Silinski P, Fitzgerald MC, Yang W. The Protein Backbone Makes Important
Contributions to 4-Oxalocrotonate Tautomerase Enzyme Catalysis: Understanding from Theory and
Experiment. Biochemistry 2004;43:6885–6892. [PubMed: 15170325]

13. Cisneros GA, Wang M, Silinski P, Fitzgerald MC, Yang WT. Theoretical and experimental
determination on two substrates turned over by 4-oxalocrotonate tautomerase. J Phys Chem A
2006;110:700–708. [PubMed: 16405343]

14. Warshel A, Levitt M. Theoretic studies of enzymic reactions: dielectric electrostatic and steric
stabilization of the carbonium ion in the reaction of lysozyme. J Mol Biol 1976;103:227–249.
[PubMed: 985660]

15. Field MJ, Bash PA, Karplus M. A combined quantum mechanical and molecular mechanical potential
for molecular dynamics simulations. J Comput Chem 1990;11:700–733.

16. Dewar MJS, Thiel W. Ground states of molecules. 38. The MNDO method. Approximations and
parameters. J Am Chem Soc 1977;99:4899–4507.

17. Dewar MJS, Zoebisch EG, Healy EF, Stewart JJP. Development and use of quantum mechanical
molecular models. 76. AM1: a new general purpose quantum mechanical molecular model. J Am
Chem Soc 1985;107:3902–3909.

Hu et al. Page 21

J Chem Theory Comput. Author manuscript; available in PMC 2008 December 11.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



18. Stewart JJP. Optimization of parameters for semiempirical methods I. Method. J Comput Chem
1989;10:209–220.

19. Stewart JJP. Optimization of parameters for semiempirical methods II. Applications. J Comput Chem
1989;10:221–264.

20. Elstner M, Porezag D, Jungnickel G, Elsner J, Haugk M, Frauenheim T, Suhai S, Seifert G. Self-
consistent-charge density-functional tight-binding method for simulations of complex materials
properties. Phys Rev B 1998;58:7260–7268.

21. Elstner M, Frauenheim T, Kaxiras E, Seifert G, Suhai S. A self-consistent charge density-functional
based tight-binding scheme for large biomolecules. Phys Status Solidi B 2000;217:357–376.

22. Parr, RG.; Yang, W. Density-Functional Theory of Atoms and Molecules. Oxford University Press;
USA: 1994.

23. Hohenberg P, Kohn W. Inhomogeneous Electron Gas. Phys Rev 1964;136:B864–B871.
24. Kohn W, Sham LJ. Self-consistent equations including exchange and correlation effects. Phys Rev

1965;140:A1133–A1138.
25. Shurki A, Warshel A. Structure/Function Correlations of Proteins using MM, QMcharacterMM, and

Related Approaches: Methods, Concepts, Pitfalls, and Current Progress. Adv Protein Chem
2003;66:249–313. [PubMed: 14631821]

26. Warshel A. Computer Simulations of Enzyme Catalysis: Methods, Progress, and Insights. Annu Rev
Biophys Biomol Struct 2003;32:425–443. [PubMed: 12574064]

27. Gao J, Truhlar DG. Quantum Mechanical Methods for Enzyme Kinetics. Annu Rev Phys Chem
2002;53:467–505. [PubMed: 11972016]

28. Riccardi D, Schaefer P, Yang Y, Yu H, Ghosh N, Prat-Resina X, Konig P, Li G, Xu D, Guo H, Elstner
M, Cui Q. Development of Effective Quantum Mechanical/Molecular Mechanical (QM/MM)
Methods for Complex Biological Processes. J Phys Chem B 2006;110:6458–6469. [PubMed:
16570942]

29. Torrie GM, Valleau JP. Nonphysical sampling distributions in Monte Carlo free-energy estimation:
Umbrella sampling. J Comput Phys 1977;23:187–199.

30. Chandrasekhar J, Smith SF, Jorgensen WL. Theoretical Examination of the SN2 Reaction Involving
Chloride Ion and Methyl Chloride in the Gas Phase and Aqueous Solution. J Am Chem Soc
1985;107:154–163.

31. Jorgensen WL. Free Energy Calculations: A Breakthrough for Modeling Organic Chemistry in
Solution. Acc Chem Res 1989:22.

32. Kuhn B, Kollman PA. QM-FE and Molecular Dynamics Calculations on Catechol O-
Methyltransferase: Free Energy of Activation in the Enzyme and in Aqueous Solution and
Regioselectivity of the Enzyme-Catalyzed Reaction. J Am Chem Soc 2000;122:2586–2596.

33. Singh UC, Kollmann PA. A combined ab initio quantum mechanical and molecular mechanical
method for carrying out simulations on complex molecular systems: applications to the CH3Cl + Cl-
exchange reaction and gas phase protonation of polyethers. J Comput Chem 1986;7:718–730.

34. Frisch, MJ.; Trucks, GW.; Schlegel, HB.; Scuseria, GE.; Robb, MA.; Cheeseman, JR.; Montgomery,
JJA.; Vreven, T.; Kudin, KN.; Burant, JC.; Millam, JM.; Iyengar, SS.; Tomasi, J.; Barone, V.;
Mennucci, B.; Cossi, M.; Scalmani, G.; Rega, N.; Petersson, GA.; Nakatsuji, H.; Hada, M.; Ehara,
M.; Toyota, K.; Fukuda, R.; Hasegawa, J.; Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.; Nakai,
H.; Klene, M.; Li, X.; Knox, JE.; Hratchian, HP.; Cross, JB.; Bakken, V.; Adamo, C.; Jaramillo, J.;
Gomperts, R.; Stratmann, RE.; Yazyev, O.; Austin, AJ.; Cammi, R.; Pomelli, C.; Ochterski, JW.;
Ayala, PY.; Morokuma, K.; Voth, GA.; Salvador, P.; Dannenberg, JJ.; Zakrzewski, VG.; Dapprich,
S.; Daniels, AD.; Strain, MC.; Farkas, O.; Malick, DK.; Rabuck, AD.; Raghavachari, K.; Foresman,
JB.; Ortiz, JV.; Cui, Q.; Baboul, AG.; Clifford, S.; Cioslowski, J.; Stefanov, BB.; Liu, G.; Liashenko,
A.; Piskorz, P.; Komaromi, I.; Martin, RL.; Fox, DJ.; Keith, T.; Al-Laham, MA.; Peng, CY.;
Nanayakkara, A.; Challacombe, M.; Gill, PMW.; Johnson, B.; Chen, W.; Wong, MW.; Gonzalez,
C.; Pople, JA. Gaussian 03, C02. Gaussian, Inc; Wallingford, CT: 2004.

35. Jorgensen WL, Tirado-Rives J. Molecular modeling of organic and biomolecular systems using BOSS
and MCPRO. J Comput Chem 2005;26:1689–1700. [PubMed: 16200637]

36. Wesolowski T, Warshel A. Ab Initio Free Energy Perturbation Calculations of Solvation Free Energy
Using the Frozen Density Functional Approach. J Phys Chem 1994;98:5183–5187.

Hu et al. Page 22

J Chem Theory Comput. Author manuscript; available in PMC 2008 December 11.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



37. Wesolowski T, Muller RP, Warshel A. Ab Initio Frozen Density Functional Calculations of Proton
Transfer Reactions in Solution. J Phys Chem 1996;100:15444–15449.

38. Muller RP, Warshel A. Ab Initio Calculations of Free Energy Barriers for Chemical Reactions in
Solution. J Phys Chem 1995;99:17516–17524.

39. Bentzien J, Muller RP, Florián J, Warshel A. Hybrid ab Initio Quantum Mechanics/Molecular
Mechanics Calculations of Free Energy Surfaces for Enzymatic Reactions: The Nucleophilic Attack
in Subtilisin. J Phys Chem B 1998;102:2293–2301.

40. Strajbl M, Hong G, Warshel A. Ab Initio QM/MM Simulation with Proper Sampling: “First Principle”
Calculations of the Free Energy of the Autodissociation of Water in Aqueous Solution. J Phys Chem
B 2002;106:13333–13343.

41. Rod TH, Ryde U. Accurate QM/MM Free Energy Calculations of Enzyme Reactions: Methylation
by Catechol O-Methyltransferase. Journal of Chemical Theory and Computation 2005;1:1240–1251.

42. Zhang Y, Lee T-S, Yang W. A pseudobond approach to combining quantum mechanical and
molecular mechanical methods. J Chem Phys 1999;110:46–54.

43. Liu H, Lu Z, Cisneros GA, Yang W. Parallel iterative reaction path optimization in ab initio quantum
mechanical/molecular mechanical modeling of enzyme reactions. J Chem Phys 2004;121:697–706.
[PubMed: 15260596]

44. Wang M, Lu Z, Yang W. Transmission coefficient calculation for proton transfer in triosephosphate
isomerase based on the reaction path potential method. J Chem Phys 2004;121:101–107. [PubMed:
15260526]

45. Wang M, Lu Z, Yang W. Nuclear quantum effects on an enzyme-catalyzed reaction with reaction
path potential: Proton transfer in triosephosphate isomerase. J Chem Phys 2006;124:124516.
[PubMed: 16599706]

46. Kästner J, Senn HM, Thiel S, Otte N, Thiel W. QM/MM Free-Energy Perturbation Compared to
Thermodynamic Integration and Umbrella Sampling: Application to an Enzymatic Reaction. Journal
of Chemical Theory and Computation 2006;2:452–461.

47. Klahn M, Braun-Sand S, Rosta E, Warshel A. On Possible Pitfalls in ab Initio Quantum Mechanics/
Molecular Mechanics Minimization Approaches for Studies of Enzymatic Reactions. J Phys Chem
B 2005;109:15645–15650. [PubMed: 16852982]

48. Schenter GK, Garrett BC, Truhlar DG. Generalized transition state theory in terms of the potential
of mean force. J Chem Phys 2003;119:5828–5833.

49. Fleurat-Lessard P, Ziegler T. Tracing the minimum-energy path on the free-energy surface. J Chem
Phys 2005;123:084101. [PubMed: 16164276]

50. Yang S-Y, Hristov I, Fleurat-Lessard P, Ziegler T. Optimizing the Structures of Minimum and
Transition State on the Free Energy Surface. J Phys Chem A 2005;109:197–204. [PubMed:
16839106]

51. Hirao H, Nagae Y, Nagaoka M. Transition-state optimization by the free energy gradient method:
Application to aqueous-phase Menshutkin reaction between ammonia and methyl chloride. Chem
Phys Lett 2001;348:350–356.

52. Okuyama-Yoshida N, Nagaoka M, Yamabe T. Potential Energy Function for Intramolecular Proton
Transfer Reaction of Glycine in Aqueous Solution. J Phys Chem A 1998;102:285–292.

53. Okuyama-Yoshida N, Kataoka K, Nagaoka M, Yamabe T. Structure optimization via free energy
gradient method: Application to glycine zwitterion in aqueous solution. J Chem Phys 2000;113:3519–
3524.

54. Nagaoka M, Okuyama-Yoshida N, Yamabe T. Origin of the Transition State on the Free Energy
Surface: Intramolecular Proton Transfer Reaction of Glycine in Aqueous Solution. J Phys Chem A
1998;102:8202–8208.

55. Okuyama-Yoshida N, Nagaoka M, Yamabe T. Transition-State Optimization on Free Energy Surface:
Toward Solution Chemical Reaction Ergodography. International Journal of Quantum Chemistry
1998;70:95–103.

56. Jónsson, H.; Mills, G.; Jacobsen, KW. Nudged elastic band method for finding minimum energy paths
of transitions. World Scientific; Singapore: 1998.

57. Ayala PY, Schlegel HB. A combined method for determining reaction paths, minima, and transition
state geometries. J Chem Phys 1997;107:375–384.

Hu et al. Page 23

J Chem Theory Comput. Author manuscript; available in PMC 2008 December 11.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



58. Xie L, Liu H, Yang W. Adapting the nudged elastic band method for determining minimum-energy
paths of chemical reactions in enzymes. J Chem Phys 2004;120:8039–8052. [PubMed: 15267723]

59. Burger SK, Yang W. Quadratic string method for determining the minimum-energy path based on
multiobjective optimization. J Chem Phys 2006;124:054109. [PubMed: 16468853]

60. Singh UC, Kollman PA. An approach to computing electrostatic charges for molecules. J Comput
Chem 1984;5:129–145.

61. Besler BH, Merz KM Jr, Kollman PA. Atomic charges derived from semiempirical methods. J Comput
Chem 1990;11:431–439.

62. Bolhuis PG, Dellago C, Chandler D. Reaction coordinates of biomolecular isomerization. Proc Natl
Acad Sci USA 2000;97:5877–5882. [PubMed: 10801977]

63. Becke AD. Density-functional thermochemistry. III. The role of exact exchange. J Chem Phys
1993;98:5648–5652.

64. Lee C, Yang W, Parr RG. Development of the Colle-Salvetti correlation energy formula into a
functional of the electron density. Phys Rev B 1988;37:785.

65. Miller WH, Handy NC, Adams JE. Reaction path Hamiltonian for polyatomic molecules. J Chem
Phys 1980;72:99–112.

66. Morita A, Kato S. Ab Initio Molecular Orbital Theory on Intramolecular Charge Polarization: Effect
of Hydrogen Abstraction on the Charge Sensitivity of Aromatic and Nonaromatic Species. J Am
Chem Soc 1997;119:4021–4032.

67. Cornell WD, Cieplak P, Bayly C, Gould IR, Merz KMJ, Ferguson DM, Spellmeyer DC, Fox T,
Caldwell JW, Kollman PA. A second generation force field for the simulation of proteins and nucleic
acids. J Am Chem Soc 1995;117:5179–5197.

68. Ponder, J., et al. TINKER - Software Tools for Molecular Design, 38. Washington University; St.
Louis: 2000.

69. Tuckerman ME, Berne BJ, Martyna GJ. Reversible multiple time scale molecular dynamics. J Chem
Phys 1992;97:1990–2001.

70. Schlick T, Skeel RD, Brünger AT, Kalé LV, Board JA, Hermans J, Schulten K. Algorithmic
challenges in computational molecular biophysics. J Comput Phys 1999;151:9–48.

71. Berendsen HJC, Postma JPM, van Gunsteren WF, DiNola A, Haak JR. Molecular dynamics with
coupling to an external bath. J Chem Phys 1984;81:3684–3690.

72. Mann, G.; Yun, RH.; Nyland, L.; Prins, J.; Board, J.; Hermans, J. The Sigma MD program and a
generic interface applicable to multi-functional programs with complex, hierarchical command
structure. In: Schlick, T.; Gan, HH., editors. Computational Methods for Macromolecules:
Challenges and Applications --- Proceedings of the 3rd International Workshop on Algorithms for
Macromolecular Modelling. Springer-Verlag; Berlin and New York: 2002. p. 129-145.

73. Hu H, Elstner M, Hermans J. Comparison of a QM/MM force field and molecular mechanics force
fields in simulations of alanine and glycine dipeptides (Ace-Ala-Nme and Ace-Gly-Nme) in water
in relation to the problem of modeling the unfolded peptide backbone in solution. Proteins: Struct,
Funct, Genet 2003;50:451–463. [PubMed: 12557187]

74. Hu H, Yang W. Dual-topology/dual-coordinate free-energy simulation using QM/MM force field. J
Chem Phys 2005;123:041102. [PubMed: 16095339]

75. Ryckaert JP, Ciccotti G, Berendsen HJC. Numerical integration of the Cartesian equations of motion
of a system with constraints: molecular dynamics of n-alkanes. J Comput Phys 1977;23:327–341.

76. Beveridge, DL.; DiCapua, FM. Free energy via molecular simulation: A primer. In: van Gunsteren,
WF.; Weiner, PK., editors. Computer Simulation of Biomolecular Systems. 1. ESCOM; Leiden:
1989. p. 1-26.

77. Hermans J. A simple analysis of noise and hysteresis in free energy simulations. J Phys Chem
1991;95:9029–9032.

78. Hu H, Yun RH, Hermans J. Reversibility of free energy simulations: slow growth may have a unique
advantage. . (With a note on use of Ewald summation). Mol Sim 2002;28:67–80.

79. Li G, Cui Q. Direct determination of reaction paths and stationary points on potential of mean force
surfaces. J Mol Graph Model 2005;24:82–93. [PubMed: 16005650]

Hu et al. Page 24

J Chem Theory Comput. Author manuscript; available in PMC 2008 December 11.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



80. Chandler, D. Introduction to Modern Statistical Mechanics. Oxford University Press; New York:
1986.

81. Zwanzig RW. High–temperature equation of state by a perturbation method. I. Nonpolar gases. J
Chem Phys 1954;22:1420–1426.

82. Carter EA, Ciccotti G, Hynes JT, Kapral R. Constrained reaction coordinate dynamics for the
simulation of rare events. Chem Phys Lett 1989;156:472–477.

83. Ryckaert JP, Ciccotti G. Introduction of Andersen’s demon in the molecular dynamics of systems
with constraints. J Chem Phys 1983;78:7368–7374.

84. Sprik M, Ciccotti G. Free energy from constrained molecular dynamics. J Chem Phys 1998;109:7737–
7744.

85. Berendsen, HJC.; Postma, JPM.; van Gunsteren, WF. Statistical mechanics and molecular dynamics:
The calculation of free energy. In: Hermans, J., editor. Molecular Dynamics and Protein Structure.
Polycrystal Book Service; Western Springs, IL: 1985. p. 43-46.

86. Straatsma TP, Zacharias M, McCammon JA. Holonomic constraint contributions to energy
differences from thermodynamic integration molecular dynamics simulations. Chem Phys Lett
1992;196:297–302.

87. Otter, WKd; Briels, WJ. The calculation of free-energy differences by constrained molecular-
dynamics simulations. J Chem Phys 1998;109:4139–4146.

88. Schlitter J, Klähn M. A new concise expression for the free energy of a reaction coordinate. J Chem
Phys 2003;118:2057–2060.

89. Antikainen NM, Smiley RD, Benkovic SJ, Hammes GG. Conformation Coupled Enzyme Catalysis:
Single-Molecule and Transient Kinetics Investigation of Dihydrofolate Reductase. Biochemistry
2005;44:16835–16843. [PubMed: 16363797]

90. Eisenmesser EZ, Bosco DA, Akke M, Kern D. Enzyme dynamics during catalysis. Science
2002;295:1520–1523. [PubMed: 11859194]

91. Amadei A, de Groot BL, Ceruso MA, Paci M, Di Nola A, Berendsen HJC. A kinetic model for the
internal motions of proteins: Diffusion between multiple harmonic wells. Proteins: Struct, Funct,
Genet 1999;35:283–292. [PubMed: 10328263]

92. Kitao A, Hayward S, Go N. Energy landscape of a native protein: Jumping-among-minima model.
Proteins: Struct, Funct, Genet 1999;33:496–517. [PubMed: 9849935]

Hu et al. Page 25

J Chem Theory Comput. Author manuscript; available in PMC 2008 December 11.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 1.
Active site and the reaction catalyzed by the enzyme triosephosphate isomerase (TIM).
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Figure 2.
Convergences of the free energy gradients of all QM atoms in the TIM system. The X-axis is
the simulation time, while the Y-axis is the free energy gradient defined in Eq. 9.
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Figure 3.
Free energy profile from NEB optimization by the QM/MM-MFEP method for the proton
transfer reaction in TIM. To make the results comparable to previous studies, the X-axis R is
defined as the distance differences RC–H – RO–H, instead of the indices of the conformations
used in the simulations.
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Figure 4.
Free energy profile from Ayala-Schlegel MEP optimizations by the QM/MM-MFEP method
for the proton transfer reaction in TIM. The X-axis is defined in the same way as in Figure 2.
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Figure 5.
Comparison between the energies calculated for different MM environments with the same
QM conformation. The X-axis is the energy calculated by direct QM/MM method in which
the exact QM electron density is solved for each QM/MM conformation; the Y-axis is the
energy calculated by the RPP method with polarizable QM charges. The RPP is constructed
using the mean-field of all MM charges as the external electrostatic potential for the QM part.
For better display, the energies on both axes have been shifted by the same amount.
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