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Abstract: This article discusses how the relation between experimental and baseline conditions in func-
tional neuroimaging studies affects the conclusions that can be drawn from a study about the neural
correlates of components of the cognitive system and about the nature and organization of those com-
ponents. I argue that certain designs in common use—in particular the contrast of qualitatively differ-
ent representations that are processed at parallel stages of a functional architecture—can never identify
the neural basis of a cognitive operation and have limited use in providing information about the na-
ture of cognitive systems. Other types of designs—such as ones that contrast representations that are
computed in immediately sequential processing steps and ones that contrast qualitatively similar repre-
sentations that are parametrically related within a single processing stage—are more easily interpreted.
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INTRODUCTION

The ability to design experiments that isolate cognitive
operations is critical to the use of functional neuroimaging
to provide evidence regarding the neural basis of cognitive
processes. Much of the discussion of whether psychologi-
cal methods isolate cognitive operations in neuroimaging
experiments deals with the choice of materials and tasks in

particular experiments, asking questions such as whether
these choices adequately control for ‘‘nuisance’’ variables
that are confounded with the variables that have been
manipulated, whether these choices reflect a theoretically
justified analysis of the cognitive processes under study,
and other similar questions that pertain to a particular
area of study [see, e.g., Caplan, 2006a,b]. Only a few
articles discuss the design of functional neuroimaging
experiments from a more general perspective [for exam-
ples, see, Caplan and Moo, 2004; Coltheart, 2006a,b; Friston
et al., 1996; Henson, 2005, 2006a,b; Jack et al., 2006; Jen-
nings et al., 1997; Newman et al., 2001; Page, 2006; Pol-
drack, 2006; Price and Friston, 1997; Price et al., 1997;
Schutter et al., 2006; Shallice, 2003; Sidtis et al., 1999;
Umilta, 2006]. This article continues the discussion of gen-
eral features of experimental designs that affect their inter-
pretability by examining the conditions under which the
contrast of conditions in a functional neuroimaging study
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could possibly isolate an operation or a component of the
cognitive processing system.
The discussion here assumes that models of cognitive

functions consist of two basic elements: a specification of
the computations that occur at various stages of processing
and a ‘‘functional architecture’’ that specifies how these
computations are ordered relative to one another. Compu-
tations consist of operations on representations. A repre-
sentation is a basic entity in a theory of a cognitive func-
tion, such as a structural description of an object or the
form of a word. Some representations are stored in long
term memory; others are constructed by perceptual and
other processes and exist transiently in short-duration
memory systems (sometimes called ‘‘working memory’’
systems). An ‘‘operation’’ changes the state of a representa-
tion. Operations may change the level of activation of an
existing representation, such as when the presentation of a
written stimulus leads to increases in the level of activa-
tion of the form of that word in a long term memory store,
or may create a new representation such as when opera-
tions transiently construct a syntactic representation on the
basis of a series of words.
The specifics of cognitive representations and operations

differ greatly from model to model. For instance, models
of assigning syntactic structure (parsing) and using it to
constrain sentence meaning (sentence interpretation) range
from ones that postulate highly abstract representations
and operations that create them [e.g., Frazier and Clifton,
1996] to connectionist (neural net) models that deny the
existence of any syntactic representations at all, even syn-
tactic categories such as nouns and verbs [McDonald and
Christiansen, 2002]. A great deal of theorizing in cognitive
psychology focuses on the appropriate way to represent
information and the nature of the operations that apply to
these representations (see, e.g., the debates about ‘‘connec-
tionist’’ and ‘‘procedural’’ models of processing in many
areas of cognition).
Whether two representations or operations are qualita-

tively different or the same is determined by the theory of
cognition that is under investigation. For instance, while
most contemporary models consider memory representa-
tions of personal events and factual knowledge to be dif-
ferent and to be maintained in different memory stores
(episodic and semantic memory), some models question
this distinction [Howard et al., 2007]. In a similar way,
whether two representations or operations are considered
to be qualitatively different or the same is in part a matter
of the grain size of the theory under investigation. A
theory may consider animals and tools to be qualitatively
different types of representations within a model of visual
perception, but all objects may be treated as being qualita-
tively similar for the purpose of a given study (e.g., if a
researcher is interested in differences in semantic informa-
tion that is activated by words and by pictures of objects).
‘‘Components’’ of the cognitive processing system (some-

times called ‘‘modules’’) are sets of representations that are
qualitatively similar and/or sets of similar operations that

apply to the same type of representation. For instance,
some theories group the ensemble of representations of the
phonological forms of words into a component of the cog-
nitive processing system known as a ‘‘phonological lexi-
con’’ and some group a set of operations that activate the
individual sounds of words from acoustic waveforms into
a component known as ‘‘phoneme recognition.’’
Operations and components may affect representations

in series and in parallel, and may be subject to feedback
and interactions; these relationships are specified in a
‘‘functional architecture.’’ The grain size of a functional
architecture can vary from large components to individual
operations. For instance, a model of object naming might
postulate a functional architecture that involves three
major cognitive components—object recognition, word
form activation, phonological planning—or it might postu-
late a functional architecture that involves specification of
the relation between operations within each of these com-
ponents (e.g., activation of representations of visual fea-
tures, of groupings of features, and of object properties
may be operations within a model of object recognition).
Claims regarding the neural basis of cognitive functions
have been made at all levels of detail, from specific opera-
tions through components.
The study of the neural basis of cognitive operations

involves contrasting tasks that are assumed to engage
operations or components that are related to one another
in ways that are specified in a functional architecture. This
article considers the conclusions that can be drawn from
particular contrasts. It reviews seven functional architec-
tures and argues that contrasts of operations that are
related in particular ways can, in principle, isolate cogni-
tive operations or components, and that contrasts of opera-
tions that are related in other ways cannot, in principle, do
so.1 Though the examples of studies are drawn from func-
tional magnetic resonance imaging, the conclusions of this
article apply to all forms of neuroimaging that use the

1An analogy to syllogisms may in some ways capture the differ-
ence between the issues discussed here and those that arise in
connection with individual studies. Syllogisms can be valid (i.e.,
the conclusion follows from the premises) and/or sound (i.e., the
premises are true). Some syllogistic figures cannot yield a valid
conclusion no matter what the truth of their premises; e.g., the
premises Some carpenters are plumbers and some plumbers are electri-

cians cannot yield a valid conclusion relating carpenters and elec-
tricians even if the premises are true. Syllogisms with false prem-
ises can yield valid conclusions, but the conclusions are likely to
be false; e.g., the premises All carpenters are plumbers and all

plumbers are electricians yields the valid conclusion that all carpen-

ters are electricians, but this conclusion is likely to be false because
both of the premises are false. Like syllogisms, studies whose
designs could, in principle, yield interpretable results can be con-
sidered valid. However, such designs can still fail to provide data
about the operations they purport to study because of flaws in the
choice of materials and tasks (on analogy to syllogisms, they are
not sound).
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designs discussed here, including event related potentials,
magnetoencephalography, optical imaging, and others.2

PRELIMINARY ISSUES

A few preliminary issues pertaining to how cognitive proc-
esses are related to neural observations are necessary before
turning to the discussion of experimental designs. Cognitive
operations require ‘‘processing resources’’ [Shallice, 1988,
2003]. Different operations and sets of operationsmake greater
or lesser demands on processing resources, leading to changes
in responses such as accuracy, reaction time, BOLD signal
level, amplitude and latency of electrophysiological signals,
etc. Two fundamental assumptions about neural activity are
that (1) measures of neural activity such as BOLD signal, elec-

trophysiological signals measured at the scalp, etc., are related
to cellular and subcellular neural events that are the basis for
cognitive functions; and (2) as a cognitive task requires more
operations, or more ‘‘effort’’ or ‘‘processing resources’’ to
apply an operation, themeasured neural activity increases.3

Much of neuroimaging deals with the question of whether
a cognitive operation is supported by spatially contiguous
neural tissue and whether any spatially contiguous neural
tissue that does support an operation is located within rec-
ognizable macroscopically or microscopically defined brain
areas. Models range from invariant localization in a small
area through distribution over a large area, and include vari-
able localization [e.g., Caplan et al., 2007], uneven distribu-
tion [e.g., Mesulam, 1990], and degeneracy [a variant of
localization in which more than one structure independently
supports a function—Noppeney et al., 2004].4

The areas of the brain that are referred to in these models
are hard to define and identify. The usual areas in which a
function is said to be localized or distributed are gyri and
cytoarchectonically defined brain regions. Gyri and other
macroscopically defined areas are identifiable radiologically
in individual brains [Caviness et al., 1996] but are only
approximated in normalized images because of their vari-
ability across individuals [Geschwind and Galaburda,
1987]. Macroscopically defined areas of the brain are only
shorthand for brain areas that contain cellular and subcellu-
lar elements that support particular cognitive operations,
and the boundaries of such microscopically defined areas
do not align with visible macroscopic boundaries [Caspers
et al., 2006; Mazziotta et al., 2001] and are not themselves
visualizable by current imaging methods. Moreover, the
physiological basis for localization or distribution of a func-
tion is dynamic on a very short temporal scale [Recanzone
et al., 1993]. Despite this, approximating the neural areas in
which activity increases in response to a cognitive demand
is a first step towards developing deeper understanding of
how cognitive operations are related to the brain.
The neural areas that are activated by a cognitive contrast

are a subset of those that are sufficient to support the opera-
tions that the contrast isolates. It cannot be assumed that
the neural activity that is observed in an experiment is the
only neural response to the experimental variables. This
‘‘completeness assumption’’ is obviously false due to sensi-
tivity limits of existing methods. However, if the complete-
ness assumption is made (perhaps on the meta-theoretical
grounds that science is always constrained by the sensitiv-
ity of its measurements and that the neural measures we
use are the best we have to identify neural responses to cog-
nitive contrasts), neural areas that are activated by a cogni-
tive contrast are those that are sufficient to support those
operations. These areas may not be necessary for those

2The issues discussed in this article are relevant to studies that use
functional neuroimaging to study the neural basis of cognition and
the organization of cognitive processes. They are not directly rele-
vant to studies of the neural correlates of cognitive functions that
are not directed at the question of how the brain is organized to
perform a cognitive operation. For instance, a study could identify
different neurovascular responses to a cognitive task in teenagers
with and without ADD. This might be useful in many ways (e.g.,
in making a diagnosis in unclear cases) even if the task did not
provide information about how the brain supported a cognitive
function. However, if a researcher wants to know whether there is
a difference in the way the brains of teenagers with and without
ADD perform a particular cognitive function, such as dividing
attention, it becomes necessary to use experimental designs that
could identify brain regions that support those functions. In that
case, the issues discussed here become important to consider.
3These assumptions have been questioned; this note is designed
to answer some of these concerns.
Page [2006] has argued that Logothetis et al. [2001] showed that

BOLD signal is not a measure of axonal spike activity, and thus not a
measure of neuronal activity relevant to information processing since
spike activity is the efferent signal of a brain area. This, however, mis-
construes Logothetis et al. [2001]. Logothetis et al. [2001] found that
BOLD signal correlated more highly with measures of dendritic activ-
ity (local field potentials) than with axonal spike frequencies, not that
the correlation of BOLD signal and axonal spike frequencywas not sig-
nificant. It also bears noting that dendritic activity is an electrochemical
state of a brain region that is likely to be informationally-relevant.
Page [2006] has also argued that increases in neurovascular

responses might reflect increased inhibitory functioning of an area of
the brain. This is unlikely: the percentage of GABAergic inhibitory
neurons cortical neurons is estimated at between 15 and 25% [Kis-
varday et al., 1990]. It is not now known whether there are areas of
cortex with higher percentages of inhibitory neurons. If there are,
BOLD signal increases in these areas can be interpreted accordingly.
Finally, there are several reasons to believe that increased BOLD

signal reflects increased cognitive demand [see Shallice, 2003, for dis-
cussion]: linear models are good fits to BOLD signal [Boynton et al.,
1996]; stimuli that affect behavioral measures in ways that indicate
that they are more demanding lead to increases in BOLD signal; as
tasks become easier, more practiced, and more automatic, neurovas-
cular activity decreases [Raichle et al., 1994]. It bears mention that the
relation between behavioral DVs and IVs is not always monotonic
[the Yerkes-Dodson Law; Kahnemann, 1973] or linear [McClelland,
1979] but it is possible to use stimuli whose behavioral effects are
known to be linear in the range of the IV that is beingmanipulated.

4A last model would be one that postulates variable uneven distri-
bution, in which a function is unevenly distributed in a brain
region, and the parts of the entire area that are most critical to it
differ in different individuals. To my knowledge, no such models
have been suggested.
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operations; they could be damaged and the operations yet
be performed if other areas of the brain can assume their
functions. As in much of the literature, these areas will be
referred to as ‘‘being involved in’’ or ‘‘supporting’’ these
operations. These terms are used for ease of exposition and
style only; the relationship they intend to convey is that of
sufficiency, either total or partial depending upon whether
the completeness assumption is made or not.

MODELS UNDERLYING

EXPERIMENTAL DESIGNS

Functional neuroimaging studies involve a contrast
between one ormore experimental conditions, the experimen-
tal conditions, and one or more baseline conditions, the base-
line conditions. The experimental condition(s) and baseline
condition(s) are chosen in relationship to a cognitive model in
such a way that the contrast of the two conditions will reveal
something about the neural basis for a cognitive operation
specified in the model, or about an aspect of the cognitive
model itself. As indicated above, I shall argue that whether the
experimental condition/baseline condition contrast can ac-
complish these goals depends upon the relationship between
the experimental condition(s) and baseline condition(s) that is
specified in the model that underlies the study. The article is
thus organized along lines corresponding to the relationships
between the experimental condition(s) and the baseline condi-
tion(s) specified in the underlying models. Seven major types
of relations, each of which has been proposed in some part of
a cognitive functional architecture, are reviewed.5 Figure 1
shows these seven functional architectures.

In all models, the diagrams indicate that the components
of the cognitive processing system that are under study
operate after other processing has occurred (this is indi-
cated by the stage of ‘‘antecedent processing’’ in the dia-
grams). In all models except Functional Architecture 7, the
model specifies a relationship between two or more com-
ponents of the cognitive processing system; in Functional
Architecture 7, the model considers the operations under
study to be part of a single component of the cognitive
processing system.
In the first model (Functional Architecture 1: ‘‘serial’’

models), the operations involved in performing the base-
line condition (Processing Component 1) are required for
the performance of the experimental condition (Processing
Component 2) and are complete before the operations that
are unique to the experimental condition are engaged. For
instance, many models maintain that processes such as
identification of acoustic energy at different frequencies
over time precede and are the input to processes that cate-
gorize sounds phonologically [e.g., Klatt, 1979; Stevens,
2000].
In the second model (Functional Architecture 2: ‘‘par-

allel’’ models), the operations of the experimental condi-
tion (Processing Component 2) and the baseline condition
(Processing Component 1) are not required for the other
condition, and are postulated to require a common input.
In most cases, they are assumed to occur at the same time.
For instance, most models that postulate different opera-
tions in perceptual identification of different types of vis-
ual stimuli, such as faces, animals, tools, words, etc., main-
tain that these different operations occur in parallel after
operations that provide the input to these processes (e.g.,
line detection; identification of geons, etc.) have occurred
[e.g., Dehaene, 2001; Kanwisher, 1997; Martin et al., 1996,
1999].
In the third model (Functional Architecture 3: ‘‘two se-

rial components operating in parallel’’), two experimental
condition/baseline condition contrasts are used, each of
which involves a serial relation between the experimental
condition and the baseline condition (in Fig. 1, Processing
Component 1 is the baseline and Processing Component 2
is the experimental condition for one contrast, and Process-
ing Component 3 is the baseline and Processing Compo-
nent 4 is the experimental condition in a second).
In the fourth model (Functional Architecture 4:

‘‘cascade’’ models), the operations involved in performing
the baseline condition (Processing Component 1) are
required for the performance of the experimental condition
(Processing Component 2) but are not complete before the
operations that are unique to the experimental condition
are engaged [McClelland, 1979]. For instance, Humphreys
et al. [1999] have developed a model of object naming in
which later stages of processing (e.g., activation of seman-
tic knowledge about objects; word retrieval) occur while
processing at earlier stages (e.g., activation of the represen-
tation of an object in long term memory; i.e., of the ‘‘struc-
tural description’’ of an object) is still taking place.

5It has sometimes been argued that it is unnecessary to consider all
thesemodels, because facts about the brain show that some cannot be
correct. For instance, Friston et al. [1996] argue that ‘‘even if, from a
functionalist perspective, a cognitive component can be added with-
out interacting with preexisting components, the brain’s implemen-
tation of these processes is almost certainly going to show profound
interactions. This follows from the observation that neural dynamics
are nonlinear (p 98)’’ Similarly, in a review of a previous version of
this article, Rik Henson suggested that ‘‘the brain is a highly interac-
tive system with massive feedforward and feedback connectivity.
Thus a ‘‘cascade’’ model would seem to be more appropriate, in
which the parallel/serial distinction vanishes.’’ These conclusions
about how parts of neural systems operate and how they support
cognitive functions are premature. Whatever the dynamics of neural
activation may be at the cellular and subcellular level, and however
densely connected parts of the brainmay be, the temporal scheduling
of neural events in particular parts of the brain that support cognitive
operations remains a question that is open to study. For instance, to
take a trivial example, neither the details of the response properties
of cells in lateral geniculate to retinal input nor their connectivity to
V1 completely determines the temporal relation between the opera-
tions carried out in LGN and V1. The neuroanatomy establishes that
LGN provides input to V1, but it does not establish whether that
input occurs in serial or in cascade; similarly, projections from V1 to
LGN strongly point to feedback fromV1 to LGNbut give no informa-
tion about what operations in LGN that feedback affects, or whether
the feedback occurs in a serial or cascademanner.
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The next two models, (Functional Architectures 5 and 6),
are versions of serial and parallel models in which there is
some sort of interaction between the operations in the ex-
perimental condition and the baseline condition—either
one-way feedback from the experimental condition (Proc-
essing Component 2) to the baseline condition (Processing
Component 1) (Functional Architecture 5: ‘‘serial model
with feedback’’) or mutual influence (Functional Architec-
ture 6: ‘‘interactive parallel model’’).
In the last model (Functional Architecture 7: model with

only one processing component), the experimental condi-
tion(s) and baseline condition(s) contain operations that
compute the same types of representations at the same
stage of processing; the effort is to see how changes in the
processing demand made upon the operations in a single
component affect neural responses.
The basis for arguing that some part of the cognitive sys-

tem makes use of components that are arranged in series,
parallel or cascade, and that are subject to feedback or inter-
action, has been extensively discussed, dating at least from

the work of Donders [1868; see Sternberg 1969, 1998, 2001,
for important contributions]. Both formal mathematical
treatments [e.g., Townsend and Ashby, 1987] and simula-
tions [e.g., McClelland, 1979] that have shown that many
models are hard to distinguish.6 For instance, a widely held
view is that distinguishing serial and cascade models is pos-
sible depending upon whether factors that are thought to
affect a temporally early stage of processing interact with
those that are thought to affect a later stage [Humphreys
et al., 1988]. McClelland [1979], however, showed that a sim-

Figure 1.

Functional Architectures. Figure 1 shows diagrams of seven relations between cognitive process-

ing components (functional architectures) that are tested in neuroimaging experiments. In all

cases, the diagrams indicate that stimuli are processed in some way before the operations that

are under investigation (indicated as Antecedent Processing).

6A great deal of modeling of this sort has been directed at the
question of how patterns of behavioral results are related to serial
or parallel models of operations of the same type that apply at the
same stage of processing, such as the question of whether search
through perceptual arrays or memory stores occurs in serial or in
parallel [e.g., Townsend and Ashby, 1987]. Most of the discussion
in this article deals with more than one processing stage.
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ulation of results by Meyer et al. [1975] showing a super-
additive interaction of visual masking and context related-
ness in lexical decision in a cascade model resulted in an
interaction between these factors only if these factors
affected the symptotic level of accuracy at the stages of letter
and word activation, not the temporal dynamics of those
processing stages. To know whether this simulation accu-
rately captures the functional architecture of the processes
involved in word recognition, it is necessary to undertake
speed-accuracy trade-off studies of the effects of these fac-
tors on measures that reflect letter and word activation.
Studies at this level of detail have rarely been undertaken,
leaving uncertainties about most of the models that have
been proposed for cognitive functional architectures.
These considerations are important to cognitive func-

tional neuroimaging. If the behavioral data underlying a
neuroimaging study are ambiguous between several mod-
els of the cognitive function under study, neural data must
be evaluated for whether they choose between these mod-
els, not just for whether they are consistent with one.
However, the discussion to follow accepts the analysis of
cognitive function that is assumed in the studies that are
presented as examples of particular designs. While it
would be valuable to consider all the possible models that
are compatible with the behavioral or neural data in these
studies, this is well beyond the scope of this article.

GENERAL CONDITIONS ON

EXPERIMENTAL DESIGNS

One last issue needs to be discussed before considering
different designs. The discussion to follow proposes condi-
tions that have to be met regarding the relationship of the
baseline condition and the experimental condition for an
experimental condition/baseline condition contrast to iso-
late a cognitive operation. In addition to these conditions
on how the baseline condition and experimental condition
are related to each other, there are also two conditions that
must apply to the baseline condition and the experimental
condition themselves for a study to be interpretable. As
these conditions always must be met for a study to be in-
terpretable, they are presented once here.
First, it must be possible to identify the operations that

are necessary for the baseline condition and the experi-
mental condition to be performed (this may be called the
‘‘necessary operation requirement’’). The ‘‘necessary opera-
tion requirement’’ requires using a task that can only be
accomplished if a particular type of representation is proc-
essed at a particular cognitive stage. In that case, success-
ful performance implies that that representation has been
processed at that stage of processing.
Second, the operations in the baseline condition or the

experimental condition must be restricted to those that are
sufficient for the task to be performed (this may be called
the ‘‘exclusive operations assumption.’’) Without this
assumption, it is always possible that what Page [2006]
calls ‘‘epiphenomenal’’ activity—operations that are associ-

ated with those under study—is responsible for neurovas-
cular effects. The ‘‘exclusive operations assumption’’ is
obviously not met in many functional neuroimaging (or
behavioral) studies.
Many studies use designs that logically permit infer-

ences about the localization of a cognitive operation and/
or about the nature of a cognitive functional architecture
but are empirically weak because the materials and tasks
are not created in ways that meet the ‘‘necessary operation
requirement’’ and the ‘‘exclusive operations assumption.’’
As noted in the introduction, one source of progress in the
field is due to researchers recognizing potential problems
with existing studies and undertaking new studies to
come closer to meeting these conditions. The challenge of
meeting these conditions is not restricted to functional
neuroimaging studies but applies to studies using behav-
ioral measures as well. The discussion of designs in the
text does not focus on whether the studies used as illustra-
tions meet these conditions (brief comments on this are
added as footnotes) but on the relation of the experimental
condition and baseline condition.
We now turn to different designs. Each is related to a

functional architecture. For each design, two issues are
considered: (a) whether the choice of experimental condi-
tion(s) and the baseline condition(s) allows a cognitive
operation or component to be related to a neural structure,
and (b) how the neuroimaging results might bear on the
model that underlies the study. Each design is illustrated
with an example drawn from the literature.

EXPERIMENTAL DESIGNS

i. Designs Related to Functional Architecture 1:

Serial Cognitive Operations or Components

The first type of design consists of a contrast in which the
operations of the experimental condition and baseline condi-
tion are thought to occur in serial. This is the simplest case,
and is relevant to other contrasts to be reviewed below.
Studies of this sort are subject to the Immediate Sequen-

tiality Principle (recall that the ‘‘necessary operation
requirement’’ and the ‘‘exclusive operations assumption’’
have to be met).

Immediate sequentiality Principle

If the relation between the experimental condition and
baseline condition that underlies the experimental condi-
tion/baseline condition contrast is such that

a. a representation is computed in the experimental con-
dition by an operation that requires and immediately
follows the operations required in the baseline condi-
tion; and

b. the experimental condition does not require opera-
tions later in the cognitive architecture, then

c. differences in neural parameters between the experi-
mental condition and baseline condition can be inter-
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preted as reflections of brain processes that support
this additional operation.

Requirement (a)—that the experimental condition and
the baseline condition differ in one immediately sequential
operation—is critical: if the operation unique to the experi-
mental condition is separated from the operations of the
baseline condition by many intervening cognitive proc-
esses, the difference cannot be clearly interpreted because
it could be due to any of several operations. For instance,
comparing viewing written words (experimental condition)
against viewing randomly arranged parts of letter shapes
(baseline condition) cannot isolate word recognition
because, among other things, a number of cognitive opera-
tions occur in the experimental condition and not the base-
line condition (e.g., letter identification).
An obvious point, but one that needs to be made

explicit, is that a design that meets these requirements pro-
vides no information about the neural basis of the opera-
tions required in the baseline condition; in particular, it
does not show that they do not take place in the area that
was activated in the experimental condition/baseline con-
dition contrast. What is shown is that the operation(s)
unique to the experimental condition is supported by that
area; if the completeness assumption is made, what is
shown is that the operation(s) unique to the experimental
condition is supported only by that area.
Zatorre et al. [1992] provides an example of a study that

was based on a serial model. The goal of the study was to
identify areas of the brain that supported phonemic proc-
essing and acoustic processing. These authors had partici-
pants listen to pairs of syllables and perform one of two
tasks as experimental conditions: indicate either whether
the two items ended with the same speech sound (a pho-
nemic task) or whether the pitch of the second was higher
than that of the first (an acoustic task). The baseline condi-
tion for both experimental conditions consisted of present-
ing the same stimuli as in the experimental condition and
having participants press a response key when a stimulus
was heard (‘‘passive listening’’). The status of the second
syllable (same/different) was orthogonally varied with
respect to phoneme and pitch in a Latin Square design.
Zatorre et al. found that the phonological judgment ex-

perimental condition minus the passive listening baseline
condition activated left inferior frontal gyrus, and that the
pitch judgment experimental condition minus the passive
listening baseline condition activated the right inferior
frontal gyrus. The authors say ‘‘Our results, taken together,
support a model whereby auditory information undergoes
discrete processing stages, each of which depends upon
separate neural substrates (p 848).’’ They conclude that the
lateralized frontal activations reflected processing of
the auditory signal for speech or nonspeech properties.
The operation that was isolated was described in some-
what different terms in the text and the Abstract of the ar-
ticle. In the text, the authors say ‘‘when a phonetic decision
is required, there is a large focus of activity in Broca’s area . . .

right hemisphere mechanisms appear to be crucial in mak-
ing judgments related to pitch (p 848).’’ In the Abstract,
they claim that the activation in the areas seen in the
experimental condition/baseline condition contrast reflects
‘‘discrimination of phonemes’’ and ‘‘pitch perception.’’ The
description in the text suggests that the contrast isolates
the comparison of phonemes and pitches that have been
identified (in which case, the baseline conditions must
require operations that identify phonemes and pitches). The
description in the Abstract suggests that it isolates the per-
ceptual identification of phonemes and pitches (in which
case, the baseline condition must not require these opera-
tions). This ambiguity is due to the violation of the ‘‘nec-
essary operation requirement’’ that results from using a
baseline condition that does not require a response, which
makes it impossible to know how participants processed
the stimuli in the baseline condition.7 However, both of
these conclusions are consistent with one or another serial
model in which the operations in the baseline conditions
precede an operation in the experimental conditions.
Turning to the second goal of functional neuroimaging

of cognition—to provide data regarding cognitive proc-
esses—the demonstration that the experimental condition/
baseline condition contrast activates a brain region is con-
sistent with the serial model that maintains that the opera-
tions of the experimental condition consist of those of the
baseline condition plus one more operation. It does not
prove that the model is correct. It is possible that the oper-

7To clarify this issue, Zatorre et al. ran a fourth condition in which
participants heard noise bursts with spectral qualities similar to
the syllable stimuli and pressed alternate keys on alternate trials.
They used this as the baseline condition for the previous baseline
condition; that is, they subtracted this ‘‘noise’’ condition (the new
baseline condition) from the ‘‘passive listening’’ condition (now
the experimental condition in this new contrast). Again, they
assumed a serial model of processing, in which the experimental
condition is assumed to require all the operations required by the
baseline condition (perception of properties of spectral noise that
mimic those of speech) and one additional operation (the use of
such spectral properties to activate speech sounds or pitch levels).
This new contrast resulted in BOLD signal in left and right supe-
rior temporal gyri and left inferior frontal gyrus. The authors sug-
gest that the activity in STG was due to ‘‘higher order auditory
processing of complex signals (p 847)’’ and that in L IFG due to
semantic processing and therefore concluded that phonemic and
pitch perception depended on STG. Unfortunately, there is no
way to know if these interpretations are correct, because there is
no way to know whether the participants processed the speech
stimuli semantically, and also because it is not clear that the
‘‘higher order auditory processing of complex signals’’ that puta-
tively occurred in the STG in the baseline condition consists of the
same phonemic and pitch processing as in the experimental condi-
tions. The example is chosen because, despite the ambiguity of the
study, Zatorre et al. do endorse a serial processing model and par-
ticular operations that their study may localize, and because other
studies I know of that use this design are also subject to some
degree of interpretive ambiguity [e.g., Scott et al., 2000].
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ations occur in cascade (see below), or that the operations
in the experimental condition and the baseline condition do
not differ qualitatively but that those of the experimental
condition require more processing than those of the baseline
condition. Designs that contrast what are thought to be se-
quential operations can, however, provide strong discon-
firming evidence for the serial model in the form of greater
activation for the baseline condition than the experimental
condition (sometimes called ‘‘relative deactivation’’).
There are two types of relative deactivation. In the first,

relative deactivation occurs with a decrease in BOLD sig-
nal from a baseline that can be interpreted as reflecting
overall BOLD signal activity not affected by a specific task
(such as prestimulus BOLD signal level, mean BOLD sig-
nal, or some other level). In this case, it can be due to inhi-
bition of the area in which it occurs by the activity in the
area(s) in which the experimental condition/baseline con-
dition contrast produces a positive effect [Alison et al.,
2000]. Second, relative deactivation can occur in associa-
tion with an increase in BOLD signal from a neutral base-
line. In this case, no such explanation is possible, and the
model that underlies the study is contradicted. If the ex-
perimental condition involves all the operations required
by the baseline condition plus one subsequent operation,
there should be no areas of the brain in which there is an
increase in BOLD signal relative to a neutral baseline and
greater activity in the baseline condition than in the experi-
mental condition. Finding that there is more activity some-
where in the brain for the baseline condition than the ex-
perimental condition disconfirms the model that underlies
the design. This is true even if the completeness assump-
tion is not made: if BOLD signal increases reflect increased
processing load and the model is correct, the additional
operation in the experimental condition compared to the
baseline condition will exert a demand and no area should
be more active in the baseline condition than in the experi-
mental condition.
A relative deactivation (associated with an increase in

BOLD signal from a baseline) does not, in and of itself,
reveal the locus of the error in the model. The error may
lie either in the model of the processes required in the two
tasks or in the model of their relation. This is similar to
disconfirming behavioral data, which require additional
studies to determine which aspects of a model of cognitive
function need to be changed.
A very large number of studies do not report relative

deactivations, and do not indicate that they were not pres-
ent in the BOLD signal analysis. This lack of attention may
reflect a greater interest on the part of most researchers in
localization of components of cognitive function than in
the use of functional neuroimaging data to develop models
of cognition. If so, ignoring relative deactivations is ill-
placed, because such results provide evidence that the cog-
nitive functions under study are not as well understood as
was thought: either they are not used in tasks as envis-
aged, or the relationship between them is not that speci-
fied in the functional architecture. Note that relative deac-

tivations cannot be simply dismissed and ignored without
denying the interpretability of the activations in the
expected direction.

ii. Designs Related to Functional Architecture 2:

Parallel Cognitive Operations or Components

In these designs, qualitatively different representations
that are modeled as being computed in parallel are con-
trasted directly. The representations in question may be
computed at a single stage of processing or at different
stages of processing. The critical feature of parallel models
is that the output of neither condition is the input to the
other; labeling one condition as the experimental condition
and one as the baseline condition is a statement about
how a contrast is set up in an experiment, not a statement
of how the conditions are related in the model of cognitive
function that is the basis for the experiment.
This design is subject to severe interpretive limitations.

The comparison of an experimental condition in which
one type of representation is processed compared to a
baseline condition in which a second type of representa-
tion is processed in parallel can never identify the neural
location of an operation or a component of the cognitive
processing system, because it can never isolate an opera-
tion or a component of the system.
Figure 2 shows why this is the case. In a parallel archi-

tecture, the experimental condition and baseline condition
both require some antecedent processes (A–E), and the ex-
perimental condition then requires one immediately suc-
ceeding process F and the baseline condition requires the
immediately succeeding process G. In terms of cognitive
operations, the subtraction of the baseline condition from
the experimental condition is the difference between the
operations F and G. But this difference is not a cognitive
operation. By definition, F is the operation in the experi-
mental condition that occurs immediately following and
that requires the processing operations in A–E; thus F can-
not be isolated by subtracting processing in A–E plus proc-
essing in G from the experimental condition. Including G
in the baseline condition guarantees that F cannot be iso-
lated. If F cannot be isolated this way, it follows that F
plus any other cognitive operations cannot be isolated this
way. The identical argument applies in reverse if G is the
experimental condition and F the baseline condition.
Although designs of this type are invalid as a means of

identifying the neural basis of components of the cognitive
processing system, they are ubiquitous in the functional
neuroimaging literature. Martin et al. [1996] is a typical
study of this sort. The authors compared saying the names
of pictures of animals to oneself (‘‘silent naming’’) against
doing the same for tools, and vice versa. They found that
the calcarine cortex was activated in the comparison of
animals (experimental condition) against tools (baseline
condition) and the left inferior frontal and the left middle
temporal gyri in the comparison of tools (experimental
condition) against animals (baseline condition). It is not
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clear whether the authors believe they localized the neural
substrate for perceptual identification (‘‘the brain regions
active during object identification’’ p 649) or the neural basis
for processing ‘‘semantic representations of objects’’
(p 652). However, they believe that, whichever of these proc-
esses are responsible for the neurovascular differences across
the conditions, these processes differ for the categories of
tools and animals, and these different processes or represen-
tations are supported by the areas of the brain identified in
the contrasts. They say ‘‘the brain regions active during
object identification are dependent, in part, on the intrinsic
properties of the objects presented’’ p 649 and ‘‘areas
recruited as part of this [semantic] network depends on the
intrinsic properties of the object to be identified’’ p 652).8

Applying the considerations discussed in general above
to perceptual identification of tools and animals makes it
clear why these conclusions are invalid. Consider the sug-
gestion that the experimental condition/baseline condition
contrast isolated perceptual identification of tools and ani-
mals, and let us adopt a simple model in which visual per-
ceptual identification is seen as a process in which geons
are activated from features and mapped onto structural
descriptions. The features and geons for tools and animals

(tend to) differ, and therefore the operations that apply in
perceptual identification of tools and animals (tend to) dif-
fer. Higher-order perceptual components may develop in
which features are mapped onto geons or geons onto
structural descriptions separately for animals and for tools.
Nonetheless, though the separate representations, opera-
tions, and components involved in perceptual identifica-
tion of tools and animals are each real entities in a cogni-
tive model, the difference between any two representations,
operations, or components is not an entity in the functional
architecture underlying perception of either animals or
tools in any model. It is not even clear what the difference
between a representation activated in the course of per-
ceiving an animal and one activated in the course of per-
ceiving a tool would be: what is the difference between
two features, geons, or structural descriptions? This type
of consideration applies to any operations or components
are that are modeled as occurring in parallel in any cogni-
tive functional architecture.
Because an experimental condition/baseline condition

contrast of qualitatively different representations that are
assumed to be computed in parallel cannot isolate a cogni-

Figure 2.

Details of Figure 1, Functional Architecture 2. More detailed dia-

gram of a functional architecture in which two components op-

erate in parallel.

8Many issues arise regarding the ‘‘soundness’’ of this study. Dif-
ferences in silent naming of pictures of animals and tools could
have arisen at many stages of processing—early visual processing,
perceptual identification, feed-forward/feed-back loops between
perceptual identification and semantic activation, phonological
activation, or others. The pictures were taken from Snodgrass and
Vanderwart [1980]. The Snodgrass and Vanderwart pictures of
tools tend to contain straight lines and discrete angles; those of
animals have curves and irregularities. Making the reasonable
assumption that calcarine activation in part reflects early visual
processes, these differences could have been the source of the cat-
egory differences in this area. This possibility is not addressed by
Martin et al.’s finding that the differences persisted in silent nam-
ing of silhouettes, since silhouettes of items in the two categories
differ in the same way as pictures. The categories also differ in
the types of geons they activate. The pictures were not matched
for their likelihood to be categorized at the basic or subordinate
level of their categories. If animals were categorized more often at
the subordinate level than tools, this could have led to increased
visual processing [Jolicoeur et al., 1984] and increased calcarine ac-
tivity. Stimuli in the two categories were matched for word length
of responses (on a pretest), but not for word frequency or name
agreement (the number of different first responses). Silent naming
of low compared to high frequency words leads to increased ac-
tivity in L IFG [Kuo et al., 2003]. Differences in name agreement
would affect selection of a single name if participants interpreted
the instructions as requiring them to find not just any name but
the most appropriate name, and this affects activation of L IFG
[Kan and Thompson-Schill, 2004]. Even if the items in the catego-
ries had been matched on these—and all other conceivably rele-
vant dimensions - in a pretest, the absence of overt responses
would lead to uncertainty about whether the responses of the par-
ticipants in the scanning environment were balanced along these
dimensions. See also Devlin et al., 2002, for comments on this
study.
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tive operation, an increase in BOLD signal in such a con-
trast does not imply both that any operations unique to
the experimental condition are supported in the area(s)
that was activated in the contrast and that operations
unique to the baseline condition are not supported by that
area(s) (where ‘‘and’’ is interpreted inclusively; that is, it is
not the case that these statements are both true). In fact,
because the difference between the operations in the exper-
imental condition and the baseline condition is not an en-
tity in any cognitive theory, all of the operations involved
in both conditions might bear any relation to the brain:
they might be localized in one area, multifocally instanti-
ated, or distributed throughout a wide area of the brain.
This is the case even if we make the completeness assump-
tion, because operations unique to the baseline condition
may exert equivalent demand to those exerted by opera-
tions unique to the experimental condition in any subset
of the areas in which operations unique to the experimen-
tal condition exert demand.
Despite the fact that the contrast of two conditions in

which representations are processed at a parallel stage of a
functional architecture can neither isolate a component of
the cognitive processing system nor identify the neural
locus of the operations of a component of the system, it
still may be the case that the pattern of neural activation
in such a contrast can provide data relevant to models of
cognitive processing. In a review of an earlier version of
this article, Rik Henson expressed such a view, suggesting
that ‘‘Martin et al.’s findings [are] still relevant to cognitive
theorizing. The fact is that they find a dissociation between
brain activity relating to animals and tools (no matter how
the activations are interpreted) that is predicted by some
theories and not others . . . In other words, we still have
another piece of evidence that is relevant for distinguish-
ing competing cognitive theories.’’
There is one aspect of models of cognitive function for

which this is the case. On the assumption that increased
BOLD activity reflects increased processing load, a ‘‘one
way’’ effect of a contrast of two operations that occur in
parallel—finding that there is an increase in BOLD signal
in some brain region when one condition is used as the ex-
perimental condition and the other as the baseline condi-
tion but not in the reverse subtraction—rules out the possi-
bility that the operations that are unique to the baseline
condition are more demanding than those unique to the
experimental condition, and would choose between theo-
ries that differed on this point. In this respect, it has the
same value as finding that reaction time is longer or accu-
racy lower for responses to one set of stimuli than to
another; if neurovascular effects (or neural effects in gen-
eral) are more sensitive than behavioral measures to differ-
ences in demand between (at least some) cognitive opera-
tions, this may be valuable in developing models of cogni-
tive function. In addition, such a ‘‘one-way’’ effect permits
the conclusion that the increased processing demand in
the experimental condition is supported by the area of the
brain in which the BOLD signal increase occurred.

Whether this is informative about the psychological reason
for the increased processing demand depends upon the
ability to ‘‘reason backwards’’ from the location of an acti-
vation to what caused it. This will be discussed below, in
connection with designs based on contrasts of two serial
operations that occur in parallel.
Neuroimaging findings in studies with this type of

design cannot, however, provide evidence relevant to
deciding between two models, one of which claims that
the operations that occur in parallel are qualitatively dif-
ferent (i.e., that the operations unique to the experimental
and baseline conditions are part of separate components),
and one that claims that these operations are qualitatively
similar (i.e., that the operations unique to the experimental
and baseline conditions are part of the same component).
To be concrete, the data in Martin et al. cannot distinguish
between a theory that claims that perceptual identification
of animals is qualitatively different—i.e., is a separate com-
ponent—from perceptual recognition of tools and a com-
peting theory that maintains that perceptual identification
of animals is accomplished by the same types of opera-
tions as perceptual identification of tools.
Clearly, a ‘‘one way’’ effect of a contrast of two opera-

tions that occur in parallel does not distinguish between
two theories that contrast in this manner. Such a result
could occur if one set of operations was more demanding
than another regardless of whether the sets were qualita-
tively different or not. A ‘‘two-way’’ effect of these con-
trasts—as in Martin et al., where both contrasts lead to
increases in BOLD signal, in different brain areas—also
does not distinguish between these two theories. This pat-
tern is the counterpart in functional neuroimaging of dou-
ble dissociations of deficits in two patients [see Henson,
2005; Shallice, 2003, for discussion]. In discussing this type
of result, it is preferable to refer to the two conditions as
C1 and C2, since each is used as the experimental condi-
tion and as the baseline condition, in different contrasts.
The finding that BOLD signal for C1 is greater than for C2

(‘‘C1 > C2’’) in area X and that BOLD signal for C2 is
greater than for Ci (C2 > C1) in area Y is logically compati-
ble with four possibilities:

1. C1 includes an operation not found in C2 and the
application of the set of operations common to C1

and C2 is more demanding for C2 than for C1 because
of how these operations are applied to C1 and C2.
The increase in BOLD signal in area X associated
with C1 > C2 is due to the unique operation in C1

and the increase in BOLD signal in area Y associated
with C2 > C1 is due to the increased demand on a
common set of operations for C2 compared to C1.

2. The opposite of (1): C2 includes an operation not
found in C1 and the application of the set of opera-
tions common to C1 and C2 is more demanding for
C1 than for C2 because of how these operations are
applied to C1 and C2. The increase in BOLD signal in
area Y associated with C2 > C1 is due to the unique
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operation in C2 and the increase in BOLD signal in
area X associated with C1 > C2 is due to the increased
demand on a common set of operations for C1 com-
pared to C2.

3. Both C1 and C2 include unique operations. The in-
crease in BOLD signal in area X associated with C1 >
C2 is due to the unique operation in C1 and the in-
crease in BOLD signal in area Y associated with C2 >
C1 is due to the unique operation in C2.

4. Neither C1 nor C2 have unique operations. The
increases in BOLD signal in area X associated with C1

> C2 and in area Y associated with C2 > C1 are due
to the differential partitioning of activation due to a
single operation over a single area by C1 and C2.

The fourth combination of possibilities was dismissed by
Shallice [2003] as being internally contradictory, and it is if
we consider a behavioral variable such as accuracy or RT.
It is impossible for the same set of operations to apply to
two different categories in a way such that their applica-
tion to each category leads to longer RTs or lower accuracy
than to the other. But this is not the case when a measure
that reflects the location of neural tissue that supports that
operation is considered. The distribution of activity in a
neural net can be uneven following presentation of a stim-
ulus, such that different parts of the net become more
active when one type of stimulus is presented than
another and other areas show the opposite pattern of acti-
vation, even when the operations that apply to the two
sets of stimuli are the same and the entire net is in fact
activated by the presentation of both types of stimuli [Can-
gelosi and Parisi, 2004; Devlin et al., 1998; French, 1998;
Plaut and Shallice, 1993; Plaut, 2002]. Therefore, a two-way
pattern of activation of contrasts of operations that occur
in parallel is compatible with all possible functional archi-
tectures. Specifically, the pattern found in Martin et al.
could result from perceptual identification of animals and
tools sharing a common set of operations that are more
difficult to apply to animals than to tools and there being
an operation unique to perceptual identification of tools ,
or vice versa, or both categories having unique operations,
or both categories having the same operations that are dis-
tributed in different ways over a single area of the brain
depending upon whether an animal or a tool is being per-
ceived.

iii. Designs Related to Functional Architecture 3:

Two Serial Components Operating in Parallel

Questions of the sort posed by Martin et al. [1996]—
whether the neural basis of two operations that are postu-
lated to occur in parallel are supported by distinct brain
areas—can be answered by an extension the first type of
design considered above—the contrast of sequential opera-
tions—to two sequential contrasts. Since each contrast can
reveal the neural areas associated with an operation or a
representation, distinct activations associated with each

contrast provide evidence of separate neural substrates for
each.
Martin et al. [1996] utilized this approach as well as the

direct comparison of representations computed in parallel
we have just reviewed. The two silent naming experimen-
tal conditions were compared to passive viewing of non-
sense drawings. Silent naming of animals and tools both
activated unique brain regions in these contrasts (these
areas included the areas that had been activated when
silent naming of animals was contrasted with that of tools,
described above). We can conclude that the operations iso-
lated in each contrast are supported by the areas that are
activated in that contrast.9

Results of this sort have implications about cognitive
functional architectures. They provide evidence that the
operations that are identified in at least one of contrasts
are, in fact, different from those in the second (i.e., that
one of possibilities 1, 2, or 3 listed above is correct; possi-
bility 4 is ruled out), and thus can add significantly to be-
havioral measures [such as different patterns of interfer-
ence in dual task studies, e.g., Shah and Miyake, 1996]. If
we assume that the two contrasts in Martin et al. [1996]—
the experimental conditions of silent naming of animals
and tools compared to the baseline conditions of passive
viewing of nonsense drawings—differed only at a single
stage of processing—say, perceptual identification—this
result would imply that that stage of processing differs for
animals and tools.
The use of results of this sort to draw these conclusions

about functional architecture rests on a claim about the
relation of neural responses to cognitive operations that
Henson [2005] calls the ‘‘function to structure deduction’’
principle: ‘‘if conditions C1 and C2 produce qualitatively
different patterns of activity in the brain, then conditions

9However, in Martin et al., 1996, we cannot tell what these opera-
tions are because of violations of the necessary operation require-
ment. The stimuli in the two experimental conditions differed
from the stimuli in the baseline condition in different ways. The
nonsense object foils were taken from Kroll and Potter [1984], and
are far more similar to the Snodgrass and Vanderwart pictures of
tools than to the pictures of animals in terms of types of visual
features (surfaces, straight lines, angles, geons). The absence of
calcarine activation in the subtraction of nonsense figures from
tools may thus reflect the fact that these stimuli are similar in
terms of visual features. Second, the tasks—if carried out as the
investigators intended - do not require immediately sequential
stages of processing. If participants generated names for all the
presented pictures, which of the multiple stages of processing that
differ between each experimental condition and the baseline con-
dition generated the increased neurovascular signal cannot be
determined. The fact that the experimental conditions may have
differed in different ways at different stages (cf, the multiple dif-
ferences in linguistic and selection stages of processing between
the animal and tool stimuli cited in footnote 8) is as detrimental to
the interpretation of the contrast of these two experimental condi-
tions against the nonsense object baseline condition as it was to
the interpretation of the contrasts of the two experimental condi-
tions against each other.
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C1 and C2 differ in at least one function, F2. (p 197)’’ Page
[2006], however, has presented three reasons to reject the
‘‘function to structure deduction’’ principle, which need to
be examined.
Page’s first objection is that the identification of the func-

tions that drive an activation is often affected by what he
calls ‘‘epiphenomenal activity,’’ cognitive activity corre-
lated with the function thought to be under study. This
objection deals with how well the choice of experimental
materials and tasks accomplish their goals, which is
beyond the scope of this article. Page’s two remaining
objections are, however, relevant to the more general
issues under consideration here. His second objection is
that the principle is too strong. He illustrates with the
example of high and low tones activating different parts of
auditory cortex, which does not imply that perception (or
any processing) of high and low tones involves different
mechanisms. Third, he argues that the principle is either
redundant with respect to its implications for cognitive
function or its application is unwarranted. Page divides
the cases of different activations in different conditions
into two sets: one in which the conditions are associated
with different behaviors, in which case the neural findings
are redundant, and one in which they are not, which he
takes as evidence that the same function can be performed
in two different regions [cf, Noppeney et al., 2004, re:
‘‘degeneracy’’].
There is an answer to Page’s second objection: it is that

the strength of the inference that separate activations
imply separate functions depends upon the strength of the
bridging inference that ties the functions to the brain [see
Henson, 2005, for discussion along lines similar to what
follows]. Consider the tonotopy example. The reason we
reject the conclusion that different cortical areas of respon-
siveness to high and low tones implies different perceptual
functions is that we prefer an alternative triplet of theories:
the psychological theory that tone constitutes a dimension
along which a unitary function—tonal perception—oper-
ates; the neural theory that the contiguous and cytoarchec-
tonically homogenous section of cortex along which
responses to tones are spatially aligned is a unit of brain
that might support a single function; and the bridging
theory that relates elements of the two theories. The sec-
ond theory maintains that the responses to high and low
tones are not in separate brain areas but systematically
arranged in a single area; the case is logically identical to
the finding that responses to point changes in luminance
are retinotopically mapped in V1, which would surely not
lead anyone to suggest that there are multiple perceptual
functions for detecting luminance changes in different
parts of the visual field.
Page points out that testing this model requires cogni-

tive operations be related to brain in spatially necessary
ways. Page’s point is correct, and, in the case of tonotopy,
the requirement is met because we have an idea of why
the bridging theory holds: it is because of the spatial
arrangement of cortical projections of a series of neurons

whose first members are activated by hair cells in particu-
lar parts of the basilar membrane of the cochlea, a struc-
ture in which mechanical factors can be related to tono-
topy.10

The issue of the strength of bridging inferences is also
critical to answering Page’s third argument—that separate
activations for putatively separate operations is either
redundant as evidence for separate processes (because be-
havioral data already establish the separation of the opera-
tions) or unwarranted (because behavioral data do not es-
tablish the separation of the operations). Page does
acknowledge that there is one circumstance under which
separate activations for putatively separate operations can
be nonredundantly informative about cognitive architec-
ture: ‘‘[An] imaging study [would show that] two types of
process were operative in a task for which the behavioral
evidence suggested no such decomposition . . . [if] a func-
tion . . . is shown to engage qualitatively different brain
areas under circumstances in which both epiphenomenal
activity and a one-to-many function-to-structure mapping
can be ruled out.’’ As noted above, controlling for epiphe-
nomenal activity is a matter of choice of experimental
materials and tasks and is not discussed here. This leaves
the question of how to distinguish between two activations
being a manifestation of two functional processes, each

10Page [2006] argues against the use of bridging arguments to
inform models of cognitive function on the grounds that cognitive
theory is not based on neural correlates of cognitive operations.
Page points out that ‘‘as scanners become more sensitive to activa-
tion differences at smaller scales, then the number of hypothesized
functions will proliferate. (p 430)’’ But, Page says, this ‘‘is not the
way a cognitive psychologist attributes functions. Functions are
hypothesized on the basis of a (potentially incorrect) theoretical
analysis of the task at hand (p 430).’’ Page is right that it is a mis-
take to attribute the status of a function to every cognitive condi-
tion that has a different neural correlate. Doing so leads to an
obvious reductio: assuming a materialist view of mind, a suffi-
ciently sensitive way of identifying brain states will associate ev-
ery individuated cognitive state with an individual brain state, so
every mental state will be a function in some theory of cognition.
But this is incorrect, because almost none of those different brain
states will correspond to functions in cognitive theories; most will
just be cognitive states of individuals. Cognitive states may be
individuated neurally, but this will not immediately help develop
models of cognitive functions because cognitive functions are gen-

eralizations over cognitive states. The most fundamental question
that cognitive neuroscience needs to address is how cognitive
functions correspond to generalizations over neural states. In rela-
tion to the issue of whether separate activations for high and low
tones in auditory cortex imply separate processing operations for
high and low tones, the question is whether the standard analysis
of tonotopy and localization of cortical activity is an example of a
mutually reinforcing confluence of models in psychology and neu-
roscience (whether the neural divisions map onto the psychologi-
cal constructs—or, in this case, whether the absence of psychologi-
cal divisions maps onto a unitary view of auditory cortex with
respect to tonal perception), or whether it is an example of circular
reasoning. The answer is that what we accept depends upon the
strength of the bridging inference.
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with a separate localization, and their being an instance of
one-to-many function-to-structure mapping.
To make the question concrete, consider the Martin et al.

[1996] result. Let us accept the following interpretation of
Martin et al.’s finding: when effects of all preceding opera-
tions are removed, the perceptual identification of animals
activates occipital cortex and that of tools L IFG and L
MTG; that is, matching a visual stimulus to the long term
representation of the physical properties of animals takes
place, at least in part, in occipital cortex, and matching a
visual stimulus to the long term representation of the
physical properties of tools takes place, at least in part, in
L IFG and L MTG. At the same time, there is no behav-
ioral evidence for differences in the way stimuli belonging
to these two categories are identified. Martin et al. take
this as evidence for separate processes underlying percep-
tual identification of tools and animals; Page argues that
there could be only a single mechanism that applies to
both categories that is supported by several brain areas.
How can we decide between these alternatives? Given

the premise that the evidence for two processes is solely
neurological, an argument that is related to the neural
findings—i.e., a bridging argument—is necessary. The neu-
ral finding is the difference in localization of perceptual
identification of these two categories. What is therefore
needed is an explanation of the correspondence between
the processes underlying perceptual identification of the
categories and the localizations. If such an explanation is
forthcoming, the two-process model is supported. If not,
the claim that this neural pattern results from a one-to-
many-function-to-structure mapping is viable, perhaps
preferred (due to the application of Occham’s Razor).
Martin et al. proposed an account of the correspondence

between the categories and the localizations—that the cate-
gories of animals and tools activate the regions they do
because the operations involved in perceptual identification
differ as a function of the sensory and motor features that
individuate items within a category. Tool identification
evokes nonbiological motion and affordances, which acti-
vate MTG and IFG respectively; identification of animals
evokes biological movement, which activates occipital struc-
tures. The argument regarding the use of affordances in the
perception of tools is quoted below (similar arguments are
made regarding the mechanisms underlying location of acti-
vation in L MTG for tools and in occipital lobe for animals):
‘‘The region of the left premotor cortex activated when

subjects named tools, but not animals, was nearly identical
to the area activated when subjects imagined gasping
objects with their right hand . . . Thus identifying tools
may be mediated, in part, by areas that mediate knowl-
edge . . . of object use . . . The capacity to identify a tremen-
dous number of objects . . . is dependent in part upon the
automatic activation of previously acquired knowledge of
the physical and functional attributes that define these
objects.’’ (pp 641–642)
This argument applies and extends a second principle

enunciated by Henson [2005]: the ‘‘structure-to-function

induction’’ principle: ‘‘if condition C2 elicits responses in
brain region R1 relative to some baseline condition C0 and
region R1 has been associated with function F1 in a differ-
ent context (e.g., in a comparison of condition C1 versus
C0 in a previous experiment), then function F1 is also
implicated in condition C2’’, [Henson, 2005, p 198].11 Mar-
tin et al. extend this principle to argue that adjacent
regions can serve related functions. This sort of ‘‘sensory/
motor extrapolation’’ on the basis of proximity [and, at
times, connectivity: cf., Geschwind, 1965, re: the role of the
inferior parietal cortex in lexical semantic representations]
is a bridging theory.12

Once again, however, a principle enunciated by Henson
has been called into question. Page [2006] objects to Hen-
son’s principle, and presumably would to the extension of
the principle to contiguity and connectivity, for several
reasons: (1) the basis upon which F1 was originally associ-
ated with R1 is often itself suspect; (2) the possibility that
R1 accomplishes two unrelated functions; (3) the possibility
that C2 requires the suppression of F1; (4) the possibility of
epiphenomenal activity in R1. These objections require
answers if Henson’s ‘‘structure-to-function induction’’ prin-
ciple and Martin et al.’s model are to be accepted.
Objection (1) is obviously a potential problem but, hope-

fully, some studies have some merit. Objection (3) was
dealt with briefly in footnote 3. As noted several times,
objection (4) is important in practice but beyond the scope
of this article.
Objection (2) is the inverse of Page’s concern reviewed

above that separate activations for separate contrasts may
reflect one-to-many function-to-structure mapping. Objec-
tion (2) argues, correctly, that a single region may support
more than one function and that something other than
mere overlap (or adjacency) of activations is needed to
show that the function that produced one activation in an
area in one task is the same as the function that produced
activation in a second task. Applied to Martin et al.’s argu-
ment regarding the role of affordances in perception of
tools, the objection requires that we have some reason to

11Poldrack [2006] refers to this as a ‘‘reverse inference.’’ He dis-
cusses the strength of reverse inferences in relation to the proba-
bility that an area has been activated by a contrast that requires a
particular type of processing, which can be related to complex
probability maps of the involvement of a cortical area in a func-
tion. In my view, Poldrack’s approach is valuable, but only if the
studies upon which the estimation of the probability that an area
supports a function are valid and sound; if not, the probability
function will be heavily affected by results that are ambiguous
and subject to misinterpretation.
12There is a long history of theory construction in neuropsychol-
ogy in which adjacency arguments of this sort play an important
role. The classic examples are ones in which association cortex ad-
jacent to a koniocortical region is claimed to construct more elabo-
rate modality-specific representations of the stimuli processed in
that koniocortex; this view dates to the nineteenth century [Wer-
nicke, 1874; see Geschwind, 1965, for a seminal modern statement]
and thus antedates physiological evidence in its favor.
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believe that the proximity of the regions activated when
tools are identified and when subjects imagine tool use
implies that representation of tool use is involved in tool
perception. More generally, it requires something other
than identity, overlap, proximity, or connectedness to
accept that an attested function of one area is part of a sec-
ond function. One way to appreciate the need for such evi-
dence is to consider that other ‘‘proximity’’ arguments
could be made that connect the activation of L IFG in the
task involving tools to other functions. Perhaps L IFG was
activated not because subjects activated representations of
tool use when they perceptually identify tools but because
of a role of L IFG in response selection, which may differ
for the words for tools and animals.
There are possible approaches to this question. One that

has never been explored, to my knowledge, is the follow-
ing. Henson’s ‘‘structure-to-function induction’’ principle
predicts that changes in the stimuli that produce an activa-
tion along the dimension that is hypothesized to explain
the activation will produce correlated changes in neural
responses in the area of activation, and changes in the
stimuli along other dimensions will not. In terms of Martin
et al.’s hypothesis, increases in the complexity of the affor-
dances of tools should lead to increased BOLD signal in L
IFG and increases in the complexity of response selection
for tools should not (see below for discussion of the use of
parametric designs to investigate a single processing com-
ponent). Thus, Page’s concern can be addressed.
To summarize the main points of this section, contrasts

of two sequential operations that operate in parallel can be
informative about the neural location of the operations
that differ in the two experimental condition/baseline con-
dition contrasts. Accordingly, such designs can provide in-
formation relevant to cognitive architectures. As I have
emphasized, and as Page [2006] recognizes, results of this
type can provide information about the separation of proc-
esses that may not be as easily available from behavioral
data. Assuming the subtractions are themselves unambigu-
ously interpretable, the degree to which the implications
for both functional localization and functional organization
are convincing depends on the strength of the bridging in-
ference connecting the functions and aspects of the neural
activity, in most cases its location.

iv. Designs Related to Functional Architecture 4:

Cascade Models

Cascade models (Fig. 1, Functional Architecture 4) are
similar to serial models in that they postulate that there are
operations in the experimental condition that follow those
in the baseline condition. They appear to be similar to par-
allel models in that they postulate that operations in the ex-
perimental condition go on at the same time as operations
in the baseline condition, but the relation between the oper-
ations in the experimental condition and the baseline con-
dition is different in the case of cascade and parallel mod-
els. In the parallel models, the output of neither condition

is the input to the other; in cascade models, the operations
in the baseline condition provide input for those of the ex-
perimental condition—they do so continuously and the
operations of the experimental condition can begin before
the operations of the baseline condition are complete.
The effects of experimental manipulation of factors that

affect processing stages in a cascade model on behavior
are complex. As noted, the hallmark of a cascade system is
taken to be an interaction of factors that affect the
hypothesized processing stages on a task that requires the
late processing stage. These interactions can either be
super-additive [see McClelland, 1979, pp 314–316, for an
example in which a cascade model simulates a super-addi-
tive interaction of visual masking and context relatedness
in lexical decision] or under-additive [see Humphreys
et al., 1999, for an example of a cascade model that
explains an under-additive interaction of perceptual simi-
larity and word frequency in picture naming]. In addition,
as noted above, not all cascade models generate interac-
tions [McClelland, 1979]. Thus, the predictions of a cascade
model for BOLD signal response must be made on a
model-by-model basis.
At one level, however, these uncertainties do not affect

the implications of a design in which the baseline condition
and the experimental condition are modeled as operating in
cascade. If the operations of a baseline condition and an ex-
perimental condition occur in cascade, the experimental
condition/baseline condition contrast can isolate the proc-
essing operation or stage of processing unique to the experi-
mental condition, just as is the case in serial models.
In addition, cascade models can generate predictions

about interactions of factors that affect the experimental
condition and the baseline condition, and can therefore be
supported by finding such interactions. If operations occur
in cascade, and the cascade model predicts an interaction
of stimuli that are varied orthogonally along dimensions
that are hypothesized to affect the baseline condition and
the experimental condition, activity in the area that sup-
ports the operation unique to the experimental condition
will show an interaction of these variables. We can capture
this as follows:

Cascade principle

If the relation between the experimental condition and
baseline condition that underlies the experimental condi-
tion/baseline condition contrast is such that

a. a representation is computed in the experimental con-
dition by an operation that operates in cascade with
those of the baseline condition; and

b. the cascade model generates an interaction of the fac-
tors that affect the experimental condition and the
baseline condition in tasks requiring the experimental
condition, and

c. the experimental condition does not require opera-
tions later in the cognitive architecture, then
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d. an area that supports the operations unique to the ex-
perimental condition will show a main effect of the
experimental condition/baseline condition contrast
and an interaction of factors that affect the baseline
condition and the experimental condition.

Unfortunately, to my knowledge, there are no neuroi-
maging studies that are based on, or that are interpreted
as providing evidence for, cascade models. However, it
may be useful to describe what such a study might look
like.
Consider a study by Humphreys et al. [1999]. These

authors reported that the perceptual similarity of objects in
a category interacted with name frequency in determining
reaction times in a naming test. They simulated this inter-
action in a cascade model in which perceptual identifica-
tion operated in cascade with lexical retrieval. One could
study the neural basis for this cascade model by orthogo-
nally varying the perceptual similarity of objects in a cate-
gory and the frequency of the names of objects in two
tasks: one that require perceptual identification (Hum-
phreys et al. recommend a properly constructed object de-
cision task) and one that requires lexical retrieval (e.g., pic-
ture homophone matching). Areas activated by the con-
trast of perceptually similar and dissimilar stimuli in the
object decision task would be interpreted as ones that sup-
port perceptual identification, and areas activated by the
contrast of low/high name frequency in the homophone
matching task would be interpreted as ones that support
lexical retrieval (see discussion of studies of a single proc-
essing stage, below). If the model is correct, the areas acti-
vated by the contrast of low/high name frequency in the
homophone matching task should also be activated by the
contrast of the homophone matching task used as an ex-
perimental condition against the object decision task used
as a baseline condition. The critical prediction of the cas-
cade model is that there will be an interaction of percep-
tual similarity and name frequency on BOLD signal in
these areas in the contrast of the homophone matching
task used as an experimental condition against the object
decision task used as a baseline condition. If the behavioral
data are replicated, the effect of frequency will be less in
categories with perceptually similar items than in catego-
ries with perceptually dissimilar items. Such results would
support a cascade model.

v. Designs Related to Functional Architecture 5:

Serial Models With Feedback

Feedback from a later to an earlier component of a cog-
nitive architecture (Fig. 1: Functional Architecture 5)
would lead to an increase in the BOLD signal in the area
of the brain that supports the earlier component. An exam-
ple is found in Price et al. [1996] in a study of the effects
of naming on early visual processing. Price et al. [1996]
had participants (a) name objects; (b) say ‘‘yes’’ when
shown the same objects; (c) name the color of a nonobject;

and (d) say ‘‘yes’’ when shown the same nonobjects. Price
et al. [1996] argued that subtracting the ‘‘say yes’’ condi-
tions ((b) and (d)) from the ‘‘name’’ conditions ((a) and (c))
‘‘reveals the areas common to object and color naming’’
(p 1505). These included left occipital, lingual, and fusiform
gyri (among other areas). According to the authors, ‘‘the
enhanced activation in these visual regions when subjects
name coloured objects or the color of shapes (relative to
viewing the same stimuli) implies that there is modulation
of visual form and color processing when identification
processes are required (p 1505)’’. The [‘‘name’’ – ‘‘say yes’’]
effect was greater for objects than for colors in bilateral
medial anterior temporal lobe, left superior temporal sul-
cus, left posterior temporal lobe, left anterior insula, and
right cerebellum. In discussing these results, Humphreys
et al. [1999] say that the greater effect of naming compared
to recognizing objects than of naming compared to recog-
nizing colors is due to ‘‘the greater visual differentiation
needed for naming compared to recognition . . . and to the
greater visual differentiation required when natural objects
are named . . . it may well be that these relative posterior
areas are activated in a top–down fashion to enable the
visual differentiation necessary for naming to take place’’
(p 127). To make this argument, it is necessary to show
that the areas that increased their activation in the nam-
ing—recognition tasks were activated by the stimuli in the
recognition tasks.13

vi. Designs Related to Functional Architecture 6:

Interactive Parallel Operations

Just as cascade models are more complex versions of se-
rial models, models that postulate parallel operations that
interact are complex variants of models that postulate par-
allel operations. In these models (Fig. 1, Functional Archi-
tecture 6), the stages that occur in parallel also interact
with each other. The addition of this feature does not
change the conclusion that the use of a contrast of condi-
tions that require parallel operations cannot isolate a com-
ponent of the cognitive processing system. The implica-
tions of results of such subtractions for the nature of cogni-
tive operations are also the same as for noninteractive
parallel models, discussed above. We note that this model
does lead to the empirical prediction that there will be
interactions of the parameters that affect the ‘‘experimental
condition’’ and ‘‘baseline condition’’ when the two condi-
tions are contrasted.

vii. Designs Investigating a Single Processing

Component (Functional Architecture 7)

The final set of designs I shall consider are ones in
which a single processing component is studied. In these

13These conclusions are weakened by the fact that the ‘‘say yes’’
task is not an adequate test of recognition, because it violates the
necessary operation condition; responses could have been made
on the basis of detection of luminance changes.
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designs, unlike all those considered thus far, the functional
architecture underlying the study models the experimental
condition and baseline condition as both containing repre-
sentations of the same type and requiring the same types
of operations. Designs of this sort are common in experi-
mental psychological studies using behavioral measures, in
which independent variables are often varied in ways that
either increase the demand made by the application of a
type of operation (e.g., increasing the number of distracters
in a visual search task; presenting lower frequency words
in a lexical decision task) or that require additional opera-
tions of a given type (e.g., adding a syntactic element such
as a complement clause to stimulus sentences in a sentence
comprehension task).
There are two types of designs of this sort. In the first,

the representations differ qualitatively, though both belong
to the same representational class on some theory. The va-
lidity of these designs is identical to that of designs in
which qualitatively different representations belong to dif-
ferent representational classes. In the second, the experi-
mental condition and baseline condition differ parametri-
cally along a dimension that is relevant to how a single
type of operation affects the processing of a single class of
representations.

a. Qualitative contrasts

In this design, the experimental condition contains a rep-
resentation, and requires an operation, that is not found in
the baseline condition. In one version of this design, the
model underlying the study postulates that the experimen-
tal condition requires the operations of the baseline condi-
tion and an additional operation. Such designs are similar
to those for serial models involving immediately sequential
different representations discussed above insofar as the
model of the tasks holds that the experimental condition
requires the operations of the baseline condition and one
additional operation.
An example of this type of is found in Ben-Shachar et al.

[2004], who contrasted each of two types of sentences that
contained embedded questions (the experimental condi-
tions) with a third that did not (the baseline condition) in
a verification task. For both contrasts, the authors reported
increased BOLD signal in the left inferior frontal gyrus, the
left ventral precentral sulcus, and bilaterally in superior
temporal gyrus (marginally on the right). They concluded
that the L IFG, the left ventral precentral sulcus, and bilat-
eral STG support the operation found in the sentences in
the experimental and not the baseline conditions (in their
view, processing certain noun phrases that have been
moved from underlying to surface positions in senten-
ces).14

In the second version of this type of design, the opera-
tions in the experimental condition and baseline condition

differ, and do not require each other. An example from
syntax might be comparing BOLD signal responses to sen-
tences with reflexive and nonreflexive pronouns (e.g., The
daughter of the queen washed herself/her). These designs con-
trast parallel operations and are not valid as a means of
isolating a cognitive operation, as discussed above.

b. Parametric contrasts

In this type of design, the experimental condition and
baseline condition differ along a dimension that can be
parameterized in some fashion. There are many ways in
which this can occur. The experimental condition can dif-
fer from the baseline condition in requiring more memory
or more computations, in requiring an additional operation
of the same type as the baseline condition, or in other
ways. In such designs, any difference in BOLD signal is
attributed to the complexity difference between the condi-
tions. We have encountered an example of this type of
design in the gedanken experiment outlined above in con-
nection with cascade models, in which perceptual similar-
ity of items in a category was a parameter that determined
the processing demand exerted at the stage of perceptual
identification and name frequency was a parameter that
determined the processing demand exerted at the stage of
lexical retrieval. A real example consists of a study of syn-
tactic processing by Just et al. [1996]. These authors used
stimuli of the following type in a verification task:

4. Subject–object sentences.
The policeman who the guard admired congratulated
the officer.

5. Subject–subject sentences.
The policeman who congratulated the officer admired
the guard.

6. Conjoined sentences.
The policeman congratulated the officer and admired
the guard.

They found progressively larger increases in BOLD sig-
nal for these sentence types—(4) > (5) > (6)—bilaterally in
the posterior inferior frontal gyri and posterior superior
temporal gyri, with greater BOLD signal on the left than
on the right in both areas. They concluded that these areas
supported the working memory demands of parsing and
interpreting these sentences [Just and Carpenter, 1992].
The design of this study is parametric because the oper-

ations required in sentences (4)–(6) are viewed as identical
(on some models of parsing and sentence interpretation)
and the differences between how these sentences are proc-
essed are a result of how these operations are applied. In
Gibson’s [1998] model of parsing, for instance, (4) requires
both more ‘‘storage costs’’ and more ‘‘integration costs’’
than (5) or (6), and (5) requires more ‘‘storage costs’’ than
(6), and the combination of ‘‘storage’’ and ‘‘integration’’
costs both add to the ‘‘working memory’’ requirements of
parsing and interpretation. The design is parametric:

14The design is unsound because the sentences differ semantically
as well syntactically [see Caplan, 2006b].
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increases in working memory load are varied in ways that
could be used to systematically generate additional stimuli
that varied along the same lines.
Regions of the brain in which this type of parametric

variation leads to increases in BOLD signal can be inter-
preted as ones that support the demands made by the dif-
ferent values of the parameters that are used in a study. If
these parameters affect a single processing component, this
area of the brain supports that component. The neural
responses can also provide disconfirming evidence regard-
ing the model—no brain areas should show noninhibitory
relative deactivations if the model if correct. The problems
with these designs center on the extent to which the psy-
chological process affected by varying the parameters can
be isolated. In particular, issues regarding epiphenomenal
activity are a concern (see Caplan et al., in press, for dis-
cussion).

CONCLUDING COMMENTS

I have argued that two types of simple designs can iden-
tify areas of the brain that support a function—designs
based upon a cognitive functional architecture in which
the experimental condition contains a single operation not
found in the baseline condition and designs that paramet-
rically vary representations of the same type within a task.
The first of these designs can be applied both when the
operation unique to the experimental condition is thought
to be part of the same processing component as the opera-
tions in the baseline condition and when it is thought to
be part of an immediately sequential processing compo-
nent. It is possible to apply these designs in complex
experiments that examine more than a single contrast to
study the neural correlates of operations and components
of functional architectures in which two or more sequences
of operations are modeled as applying in parallel, to cas-
cade models, and to models that include feedback from
later to earlier components. If the conclusions in the article
are correct, a simple first step in evaluating a functional
neuroimaging study is to specify the functional architec-
ture that underlies the study and to ask what operations in
that functional architecture are contrasted in the experi-
mental and baseline conditions. Studies that contrast con-
ditions that cannot isolate a cognitive operation cannot
yield information about the neural basis of cognitive oper-
ations.
If designs incorporating interpretable contrasts are used,

functional neuroimaging can provide unique information
about functional neuroanatomy. Neuroimaging in intact
individuals is the only method that can provide informa-
tion about the neural areas and processes that are suffi-
cient to support a function. Deficit-lesion correlations pro-
vide information about the areas that are necessary to sup-
port a function, not areas that are sufficient, and functional
neuroimaging after lesions (which has to deal with the
same design issues as functional neuroimaging in intact

individuals) can provide information about areas of the
brain and neural processes that are sufficient to support a
function after the areas that normally do so are damaged.
I have also argued that functional neuroimaging can

contribute to modeling cognitive processes. Page [2006]
and others have argued that the investment in this
approach is counterproductive; that researchers whose
interests are in cognitive models would be better served
by using behavioral measures. In the fields I am familiar
with, models of cognitive processes have been formulated
and tested at a much greater level of detail in experiments
using behavioral measures than in those using neuroimag-
ing techniques—raising concerns about a ‘‘dumbing
down’’ effect of functional neuroimaging on experimental
psychology (Shallice, personal communication). In part,
this has occurred because many details of many theories
can only be tested through a series of experiments, which
the expense associated with neuroimaging makes very
hard to undertake. In addition, behavioral measures are
more sensitive in some ways than neuroimaging measures.
The biggest difference between neurovascular and behav-
ioral measures is the temporal window that can be iso-
lated. Measurements of eye movements [Traxler et al.,
2002], hand movements [Spivey et al., 2005], and even RTs
have shown that the time frame that is relevant to captur-
ing effects of cognitive processes is on the order of decisec-
onds. Measures that reflect neural activity that occurs over
longer time periods risk being influenced by cognitive ac-
tivity that occurs before and after the cognitive operations
of interest, no matter how well designed a study. How-
ever, this limitation does not apply to measures of physio-
logical activity—EEG and MEG offer millisecond level re-
solution. This property is rarely exploited, as most analy-
ses select large temporal windows for analysis, but it can
be, and the integration of MEG, EEG, and fMRI may allow
the temporal resolution of neural measures to surpass that
of behavioral ones. As these and other barriers to more so-
phisticated use of functional neuroimaging fall, neural
measurements may match or exceed behavioral measure-
ments with respect to their sensitivity to cognitive events.
One area that neural measures may have particular applic-
ability is the ability to provide evidence that two opera-
tions are separate and operate in parallel, based on differ-
ent areas of activation.
I will conclude with the observation that there is one im-

portant reason that cognitive theorists may be interested in
functional neuroimaging: neural events cause cognitive
events. A truly developed model of cognition would be
able to derive the nature of cognitive functions in part
from an understanding of neural events. This will require
much greater understanding of bridging relations between
cognition and neural events than we have now. As Page
[2006] notes, even the weaker capacity for spatial predic-
tion is not available for the interpretation of almost all cur-
rent functional neuroimaging data. As noted above, to my
knowledge, all bridging inferences now developed are var-
iants on the idea that cognitive operations are localized
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where they are because of their relations to sensory and
motor functions. This clearly cannot be the only principle
relating brain and mind: cognitive operations must be
related to brain areas because of the cellular and molecular
contents of those areas, but we know very little about how
these features of the brain support and constrain cognitive
operations. Developing principles that govern the relation
of brain events to cognitive operations is admittedly a dis-
tant goal, but identifying the areas in which cognitive
processes take place is one important step towards identi-
fying features of cellular identity and organization that
might support particular operations. This is one reason
why it is worthwhile to persist with the functional neuroi-
maging enterprise, despite the many challenges it poses.
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