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Abstract
Brownian dynamics methodology was applied to simulate the encounter of aminoglycosidic
antibiotics with the ribosomal A-site RNA. Studied antibiotics included neamine, neomycin,
ribostamycin and paromomycin which differ in chemical structure, the number of pseudo-sugar rings
and the net charge. The influence of structural, electrostatic and hydrodynamic properties of
antibiotics on the kinetics of their association with the ribosomal A-site was analyzed. The computed

diffusion limited rates of association are of the order of 1010  and they weakly depend on ionic
strength. Prior to binding antibiotics often slide along the RNA groove with the time scale of
approximately 10 ns per base pair in case of neamine. We observed that upon forming the encounter
complex aminoglycosides displace from the binding pocket up to two Mg2+ ions.

Introduction
Aminoglycosidic antibiotics are a family of antibacterial drugs which are widely used in
medical therapy for over 60 years. Most aminoglycosides interfere with translation by binding
to the prokaryotic tRNA decoding A-site of the 16S RNA in the 30S ribosomal subunit.1 They
interfere with the decoding process by decreasing the accuracy of translation and by blocking
proper peptide synthesis.2, 3 Upon binding, aminoglycosides displace two universally
conserved adenine residues (A1492 and A1493) which are involved in contacts with the
mRNA-tRNA hybrid. This leads to reduced discrimination against non-cognate tRNAs and
decreases translational fidelity.4–8 Unfortunately, aminoglycosides suffer from moderate
affinity, inadequate specificity and are toxic to mammalian ear and kidney cells. Moreover,
bacterial resistance limits their effectivenes in medical therapy. Therefore, there is a widely
recognized need to understand their binding mechanism in order to improve their selectivity
and efficiency.

Aminoglycosides are sugar derivatives with various number of amine and hydroxyl groups.
Antibiotics considered in this work, i.e., neamine, ribostamycin, paromomycin and neomycin
(see Figure 1), belong to the 4,5-disubstituted 2-deoxystreptamine neomycin class. They
consist of a 2-deoxystreptamine ring with amino sugar ring substitutions at positions 4 and 5.
Position 5 is the attachment point for auxiliary rings. Aminoglycosides are all positively
charged at physiological pH due to the number of their amine groups9 and, therefore, possess
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high affinity for the negatively charged RNA. The nature of the RNA - aminoglycoside
interactions was found to be predominantly electrostatic.10–12

It was found that aminoglycosides bind to the A-site-containing RNA oligonucleotides in a
manner similar to that of the full ribosome.13–16 In recent years, crystal structures of several
aminoglycosides bound to the A-site RNA constructs became available.17–19 Crystal
structures of aminoglycosides bound to the entire 30S ribosomal subunit were solved as well.
20–22 Because the structures of aminoglycosides complexed with the A-site RNA motifs
reproduce the way of binding to the 30S subunit, they provide good models to study
aminoglycosidic recognition which was also confirmed by fluorescence experiments.23, 24

Detailed knowledge of how aminoglycosides interact with their binding sites on the ribosome
may help in understanding why antibiotics block certain stages of translation. Previous studies,
both experimental12, 25–30 and theoretical10–12, 31 considered both structural properties of
antibiotic/RNA complexes and thermodynamics of binding. For aminoglycosides' inhibitory
role, it is not only important how strong are the bound complexes but how fast they can be
formed. Therefore, in our work we focus on the first stages of the binding process, namely the
diffusion toward the RNA and association to form the encounter complex. We inspect how
electrostatics influences these processes. There is no available experimental data which
considers this problem in case of aminoglycosidic antibiotics and RNA, neither such studies
have been conducted so far with theoretical methods.

To study the kinetics of association of aminoglycosides with the RNA, we apply Brownian
dynamics (BD) methodology, which is a powerful technique to simulate the diffusional motion
between interacting solutes.32–34 BD is commonly used to provide theoretical estimates of
the association rates of diffusion controlled reactions. This method was proven to be
particularly useful for studying protein-ligand,35, 36 protein-protein37, 38 and DNA-ligand
interactions.39 The interacting molecules move in a continuum solvent that exerts stochastic
forces which lead to random collisions and induce a Brownian motion. BD trajectories are
generated by solving the Ermak-McCammon equation32 in a series of time steps to reach
microsecond time scales with interparticle electrostatic interactions described with the Poisson-
Boltzmann model.40, 41 Based on the number of association events, the probability of
encounter and the rate of association are estimated.42, 43

From the BD simulations we determine the association rates of aminoglycosides to the A-site
RNA and investigate their diffusion towards the binding site together with the influence of
mobile counterions. Based on the reactive trajectories we analyze the mechanism of the
encounter complex formation with the RNA and its dependence on the net charge, chemical
composition and hydrodynamic properties of antibiotics. The simulations enabled us to
describe the interactions governing the diffusion and binding of antibiotics to the ribosomal
A-site.

Methods
Simulation of diffusional motion with Brownian dynamics

The theory of Brownian motion can be applied to particles immersed in solvent provided that
their mass and size are larger than the mass and size of the solvent molecules. Such particles
undergo a continuous irregular Brownian motion due to collisions with solvent molecules and
their displacement Δr ⃗ in time Δt is given by44, 45

(1)
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where D is the translational diffusion coefficient of the particle (for non-spherical particles
D has a meaning of an average diffusion coefficient) and

(2)

where kB is Boltzmann constant, T is absolute temperature, η is solvent viscosity, and a is the
hydrodynamic radius of the particle. The dynamics of diffusional motion is described by
Langevin equation. One possible way of solving this equation is a propagation scheme
presented by Ermak and McCammon.32 The motion of a ligand, composed of spherically
symmetric subunits, diffusing to a fixed receptor and subjected to both intersubunit and external
forces, can be derived from the following equation

(3)

where indices i and j run over the particle coordinates (1 ≤ i, j ≤ 3N), ri is the position vector
component, Fi is the sum of intersubunit and external forces acting in direction i, integer n
represents discrete times t = nΔt at intervals (time steps) Δt, Dij is the diffusion tensor which
is configuration dependent, and Ri(Δt) is a random displacement whose average value is zero
and . Typically a relative motion of a ligand to a fixed receptor is
simulated and the hydrodynamic interactions between them are neglected. Therefore, the
diffusion coefficient of the receptor is summed into diagonal parts of the diffusion tensor.

Modeling of forces
Because for a number of biomolecules the electrostatic steering is the main force driving the
encounter, it is important to have an accurate description of interparticle electrostatic
interactions. In BD simulations intermolecular forces, Fi, are given as a sum of exclusion and
electrostatic terms.46 Other interactions, such as hydrogen bonding and van der Waals forces
are neglected as they are too computationally demanding with regard to microsecond time
scales achieved by this method.

Treatment of electrostatic interactions is based on the Poisson-Boltzmann model.40, 41 A
molecule, immersed in a continuum solvent characterized with a high dielectric constant of ε
∼ 80, is represented as a set of beads with centrally assigned partial charges and with ε typically
in the range 2 - 12.47–50 Effects arising from dielectric heterogeneity and ionic strength are
also included. Electrostatic properties of such system can be derived from the nonlinear
Poisson-Boltzmann equation40, 41

(4)

where ε(r ⃗) is a function of the position, ψ(r ⃗) is the electrostatic potential, ρ(r ⃗) is the fixed
molecular charge density. The sum represents the mean concentration of zi-valent ions given
by the Boltzmann distribution where  is the ion concentration in the bulk and e is the proton
charge. For biomolecules of arbitrary shape Equation 4 needs to be solved numerically, e.g.
with the finite-difference method46, 51, 52 which gives as an output the electrostatic potential
of a molecule on a 3D grid. In BD a ligand moves in the potential generated by a receptor
obtained from the solution of the Poisson-Boltzmann equation. Intermolecular forces are
computed considering the ligand as a set of point charges immersed in the continuum solvent.
53
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Estimation of association rates
To compute bimolecular association rate constant, a solution of the diffusion equation is
required and it can only be provided for systems with simple geometry. However, BD
simulations allow one to estimate association rates and include the effects of molecular shape,
charge distribution, internal motion and hydrodynamic interactions. The association rate k
computed based on a BD simulation is given by43

(5)

where kD(b) is the steady state rate constant for two particles separated with the distance b (see
Figure 2) and β∞ is the probability that having reached that distance particles will form an
encounter complex. The value of kD(b) can be computed analytically42, 54 but β∞ must be
estimated based on the BD simulation in which a large number of trajectories is generated.43

Preparation of systems for Brownian dynamics simulations
The coordinates of an oligonucleotide A-site duplex complexed with two paromomycin
molecules (Figure 3) were taken from the Protein Data Bank (entry code 1J7T17). For
computations of electrostatic potential and generation of BD trajectories, based on this structure
three variants of the oligonucleotide A-site model were derived: a structure of the bare A-site
duplex (total charge of -40e), of the A-site duplex with one bound paromomycin (total charge
of -35e) and of the bare A-site but with six explicitly modeled Mg2+ ions (total charge of -28e).
The magnesium ions were not present in the original crystal structure of the A-site RNA and
their initial positions near the oligonucleotide surface (Figure 3) were obtained based on the
coordinates of the Thermus thermophilus 30S subunit complexed with paromomycin (PDB
entry code 1FJG7, 22). Such an approach seemed reasonable because the root mean square
deviation between the single A-site fragment of the studied duplex and the corresponding
fragment of the 30S subunit with regard to backbone phosphate groups is 1.18Å; therefore, the
conformation of the RNA fragments containing the A-site is very similar in both structures.
We decided to perform test simulations with explicit Mg2+ ions because the RNA is known to
bind both monovalent and divalent ions which neutralize the backbone phosphate charges and
are required for proper folding. Moreover, Mg2+ ions are thought to be required for the
formation of specific tertiary contacts.55–57 Also, aminoglycosides are believed to displace
ions from their RNA binding site upon complexation.11, 58 We aimed to test whether the
presence of positive divalent ions in the proximity of aminoglycosidic binding site can
influence the kinetics of binding to the RNA. We performed two kinds of simulations involving
Mg2+ ions, either fixing their positions near the RNA surface or allowing them to diffuse freely
in the solution.

Partial charges and radii were assigned according to Amber force field parameters;59
hydrogens were added to heavy atoms and their positions were energy-minimized with the
SANDER module of AMBER 8 package using 10000 steps of the steepest descent algorithm.
Structures of neamine, ribostamycin, and neomycin were constructed based on the coordinates
of the A-site RNA complexed with two paromomycins by simple removal or replacement of
atoms with the Insight II 2000 software.60 Partial charges for antibiotics were computed with
the bcc option of the ANTECHAMBER application.61 The aminoglycosides were determined
to be fully protonated upon binding to RNA62 and accordingly, neamine and ribostamycin
were assigned a total net charge of +4e, paromomycin of +5e and neomycin that of +6e (Figure
1).

For the BD simulation, hydrodynamic parameters (such as translational diffusion coefficients
and Stokes translational radii) are required. One also needs to construct hydrodynamic models
of ligands, i.e., the representation of each ligand as a set of beads with hydrodynamic properties
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corresponding to its all-atom structure (see Figure 4). Because there is no experimental data
regarding diffusion of those molecules, to compute the hydrodynamic properties of all
antibiotics we used the HYDROPRO software of Garcia de la Torre.63, 64 To validate our
results we parameterized the used software based on the ATP molecule for which experimental
results are known.65 We represented each antibiotic with different number of beads
corresponding to the number of its pseudo-sugar rings (Figure 4). Beads were centered on the
geometric centers of rings and were assigned a total charge according to the number of amine
groups connected to the given ring. Hydrodynamic radii of beads were chosen such that the
resulting bead models reproduced the values of diffusional coefficients of antibiotics modeled
with the all-atom representation (Table 1). To construct appropriate bead models, in-house
software developed by one of us was used.66 Magnesium ions were represented as spheres
with a central +2e charge and a size sufficient to enclose a fully solvated ion, i.e. an ion
surrounded by six water molecules (Table 1). Translational diffusion coefficient and
hydrodynamic radius of the oligonucleotide fragment required for BD simulations were also
determined with the HYDROPRO software.

Electrostatic calculations
All electrostatic calculations were carried out with the University of Houston Brownian
Dynamics (UHBD) package.53 The electrostatic potential and forces were calculated by
solving the nonlinear Poisson-Boltzmann equation. Cubic 3D grids centered on the RNA with
dimensions of 365×365×365 and a 1.0Å and 0.5Å spacings (focusing feature of the UHBD
program) were used. For the largest grid the multiple Debye-Hückel boundary conditions were
applied.53 Ionic strength of the solvent was varied from 50 to 300mM in equal steps of 50mM
at a constant temperature of 293K. The dielectric constant of the RNA interior was set to 4 and
that of the solvent to 78. We also calculated the electrostatic potentials with lower (2) and
higher (12) ε values inside the RNA. Test BD simulations with these ε were performed but no
significant influence on the results was observed. The Richards probe-accessible surface67 of
the molecule was used for the definition of the dielectric boundary; the value of 1.4Å was used
for the solvent probe radius and an initial set of 280 surface dots per atom;68 Stern ion exclusion
layer was defined with a 2Å radius.

BD simulations
BD simulations were performed with the UHBD package.53 To compute the association rates,
for each antibiotic a total number of 5000 trajectories at six values of ionic strengths was
simulated. All trajectories began with the antibiotic and the RNA fragment at a center-to-center
distance of 90Å (b-sphere). The radius of the q-sphere was set to 300Å. The ligand model
implemented in UHBD takes into account internal flexibility of molecules as each bead is able
to move interacting hydrodynamically and electrostatically with others. To maintain the overall
shape of the diffusing molecule, holonomic constraints are applied (SHAKE algorithm53)
which assure that molecules rotate and translate as a whole accordingly to its diffusional
properties. To maintain the lengths of the pseudo-bonds connecting the beads, SHAKE
algorithm was applied with a 0.2Å tolerance. A variable time step was used; the value of 0.1ps
in the region within 50Å around the RNA, 0.5ps in the region within 50 - 75Å, 1.0ps within
75 - 120Å, and 1.5ps within 120 - 300Å. Apart from the hydrodynamic radii each bead was
assigned an exclusion radius of 2Å in order to account for the steric exclusion of the ligand by
the RNA fragment. This did not permit any of the antibiotic bead (i.e. its center) to come closer
than this radius to the van der Waals surface of any RNA atom. The exclusion radius chosen
for each bead is smaller than its hydrodynamic radius in order to account, at least partially, for
the flexibility of the RNA fragment; larger exclusion radii would prohibit closer contacts
between the antibiotic and RNA.
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BD simulations including Mg2+ ions (either fixed or mobile) and a mobile paromomycin were
performed at 150mM ionic strength. Constant time step of 0.1ps was used in this case. During
simulations with mobile Mg2+ ions all BD trajectories were initiated with paromomycin placed
randomly on the b sphere. The starting positions of Mg2+ were chosen as in Figure 3. 5000 BD
trajectories were simulated in each case. In both cases interactions between the antibiotic and
ions are taken into account; however, they are treated differently. Fixed ions are treated as
subunits of the receptor because their presence influences the shape and electrostatic potential
around the RNA fragment and therefore the movement of the antibiotic. When Mg2+ ions and
the paromomycin diffuse in the potential of the bare RNA fragment, their mutual influence is
modeled with Coulombic and excluded volume interactions.

Reaction criteria
As a measure of a successful formation of the encounter complex, for each antibiotic we defined
3 reaction criteria (distances between the centers of beads mimicking aminoglycosidic rings
and RNA atoms, see Figure 5). These criteria were chosen based on intermolecular distances
observed in the crystal structure of paromomycin/RNA complex. We assumed that the
formation of the complex occurred when all of the observed distances differed from those of
the crystal structure by less than 5Å. Such definition is rather tight but we aimed to avoid
ambiguities arising from the cylindrical shape of the RNA, as well as those trajectories which
finished successfully but with the ligand bound on the other side of the A-site. Because the
structure of the oligonucleotide is a fully symmetric duplex containing two antibiotic binding
sites (Figure 3), during BD simulations the reaction criteria were checked for both sites.

Results
Diffusion of antibiotics near the surface of the RNA

Computing of reaction rates based on BD simulations requires gathering large number of
trajectories. According to the theory described in the Methods section, these trajectories can
terminate either as successful ones, i.e., satisfying the reaction criteria, or as nonreactive, in
case when the ligand escapes beyond the q-sphere. The probability of the reaction is determined
based on the ratio of successful and the total number of trajectories.43 However, BD trajectories
are of finite length because in the calculations their duration is restricted by a predefined
maximal time and maximal number of steps. Hence, it is possible that after exceeding of a
predefined allowed number of steps, the trajectory terminates and the diffusing molecule
remains inside the q-sphere but without satisfying the reaction criteria. This can pose a problem
if one deals with a molecular system consisting of strongly interacting species. In the presented
case, where the backbone phosphate groups of the RNA are a source of highly negative
potential attracting positively charged antibiotics, the number of such trajectories turned out
to be statistically important.

We observed three cases which led to termination of trajectories with the ligand remaining
inside the q-sphere. One group included those where the antibiotic visited both binding pockets,
i.e., two reactive events were recorded, in between which the ligand moved through a groove
that connects the binding sites. Second group consisted of trajectories during which the ligand
got trapped in one of the binding pockets and did not leave until the maximal number of allowed
steps (107) was reached; in that case only one reaction event was recorded. The third group
included trajectories in which no reaction events were observed because the ligand was trapped
at the molecular surface of the RNA and was not able to get to the binding site in the finite
trajectory time. The latter cases were not observed for the smallest antibiotic i.e., neamine. The
largest number of events ending with the ligand trapped on the RNA surface was observed for
ribostamycin and was of the order of 10% of the total number of generated trajectories. For
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paromomycin and neomycin, which are the biggest and most highly charged from the studied
set, the number of such trajectories was not statistically significant.

Taking into account the overall shape of molecules, their size, the total charge and diffusion
coefficients, the observed trappings of ligands inside the RNA groove can be explained as a
result of not only purely electrostatic origin but also of steric interactions. The smallest neamine
modeled with only two beads diffused most efficiently through the RNA groove. For
ribostamycin, of similar to neamine total charge (+4e) but composed of three beads, diffusion
was less efficient and the strongest capture was observed. For paromomycin (+5e) and
neomycin (+6e) composed of four beads trapping inside the RNA groove was also observed
but their diffusion near the RNA surface was more efficient than that of ribostamycin. Because
we were interested not only in the mechanism of encounter but also in the association rate
constants, to avoid any “truncated” trajectories due to the time or steps limit, we enlarged the
maximal number of steps for generating BD trajectories hard-coded in the UHBD program.

For trajectories during which a ligand visited both A-sites we determined the time it takes for
the antibiotic to move between both binding sites. For neamine, the smallest one from the set,
we present the times of its residence near the surface of the RNA fragment. Figure 6 shows the
distribution of time intervals between subsequent binding events of neamine to the RNA A-
sites and distribution of time intervals between the beginning of the BD trajectory and the first
act of binding. The latter distribution is shown only for comparison - those intervals depend
on the radius of the b-sphere, thus, the fact that both shown distributions have similar width
and maxima is a coincidence and has no physical meaning. The average time needed to diffuse
between the binding pockets is in case of neamine of the order of 100 ns which leads to an
average of 10 ns per base pair.

The behavior of ligands observed in BD trajectories suggests that binding of antibiotics to the
A-site can be accomplished in two ways: the ligand either finds the binding site directly or,
due to the highly negative potential of the RNA fragment, associates to any place on the
oligonucleotide surface and then slides along the groove between backbone phosphate groups,
in a manner of one-dimensional diffusion, until it finds the binding pocket. Such a model of
association kinetics and its applications to a regulatory protein which finds its specific site on
the DNA chain were previously described.69, 70 However, in our case, to properly test this
hypothesis, BD simulations with a longer fragment of the RNA oligonucleotide are required.

Rates of association and their dependence on ionic strength
Rates of association and their dependence on ionic strength for the studied antibiotics are shown
in Table 2 and Figure 7. All rate constants are of the same magnitude at all ionic strengths.
Slower association (especially at ionic strengths above 50mM) is observed for paromomycin.
Paromomycin can be compared to neomycin because their size and overall shape are similar
what results in similar diffusion coefficients (Table 1). However, neomycin associates faster
due to its higher net charge (+6e versus +5e for paromomycin) and stronger interaction with
the RNA.

Association rates for other ligand-protein and protein-protein systems have been measured in

the range of 103 – 109  where in the upper limit association is enhanced by strong
electrostatic interactions.71 For example, experimentally determined rate constants for

positively charged ligands binding to acetylocholinesterase range up to 4 · 109 . 72
Therefore, our calculated rates seem reasonable even though, due to lack of experimental
values, we do not focus our study on their absolute values but on relative ones and comparisons
among various aminoglycosides.
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For studied antibiotics the decrease in computed association rates upon change of ionic strength
from 50 to 300mM is about 30%. This is a rather weak dependence in comparison with a ten-
fold decrease observed experimentally for protein-protein association.73–77 Such weak
dependence on ionic strength observed in our case results from the fact that a significant
positive antibiotic net charge is accumulated and distributed in a rather small volume and all
partial charges assigned to beads are positive. Proteins, on the other hand, are characterized by
nonuniform charge distributions and often a dipolar character, hence provide stronger shielding
of protein-protein electrostatic interactions by the solvated ionic charges and stronger
dependence of protein-protein association on the ionic strength of the solution.

Because the studied RNA fragment possesses two antibiotic binding sites, we checked if
occupying one of the A-sites influences the mechanism and rate of encounter of the other
antibiotic. Therefore, for paromomycin, we also computed its rate of association with the RNA
while one binding pocket was already occupied by another paromomycin. The second
paromomycin diffused in the electrostatic potential generated by the RNA complexed with all-
atom model of the other bound paromomycin. From the simulations conducted at ionic strength

of 150mM, we obtained the rate constant equal to 1.16 · 1010 ± 3.42 · 108 . This number

is nearly two times smaller than 2.43 · 1010 ± 4.82 · 108  presented in Table 2 for a naked
oligonucleotide. This suggests that binding of one antibiotic does not influence the association
rate constant of another one and there is no cooperativity in subsequent acts of binding of
antibiotics to the oligonucleotide. Such a lack of cooperativity was also seen in the relative
binding free energy calculations conducted in our earlier studies.12

To explain this result, we visualized and compared 1000 successful trajectories of
paromomycin diffusing in the potential generated by the naked RNA fragment and of
paromomycin diffusing in the potential generated by the RNA fragment with one of the A-
sites permanently occupied by another paromomycin; potentials were generated at ionic
strength of 150mM. Based on those trajectories we prepared density maps representing the
preferred positions of the antibiotic near the RNA surface. These maps are presented in Figure
8. As expected, in case of the bare RNA, the shape of the constant density surface is identical
near both A-sites, showing that negatively charged backbone phosphate groups attract
positively charged ligand and strongly influence its diffusion. In the second case, placing the
paromomycin in one of the binding pockets modifies the shape of the density map moving it
away from the RNA surface close to the part already occupied by the bound paromomycin.
However, the presence of one positively charged aminoglycoside in the binding site does not
introduce substantial changes in the electrostatic potential generated by the RNA fragment
which would be sufficient to expel another antibiotic from this region. Therefore, the diffusing
molecule can be still initially directed toward the already occupied region. Previously published
experimental work78 revealed by means of crystallography that binding of two
aminoglycosides to one A-site of an RNA duplex is possible (with the second antibiotic
molecule bound in various ways in the RNA groove at the edge of the A-site). Our results along
with the above described effect of trapping of antibiotics inside the RNA groove seem to be in
agreement with this observation.

The role of magnesium ions
Figure 9 shows density maps representing the preferred positions of magnesium ions and
antibiotics near the surface of the oligonucleotide. Maps were constructued based on BD
trajectories of paromomycin and six Mg2+ ions diffusing simultaneously in the electrostatic
potential generated by the empty RNA fragment. Figure 9 indicates that ions and antibiotics
favour the same regions of space, i.e. both A-sites and the major groove of the RNA. Together
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with Coulombic interactions between positively charged antibiotics and positively charged
Mg2+ ions this leads to competition of both species upon binding.

Figure 10 presents the dependence of paromomycin association rates on the reaction criteria
for three types of simulations: without Mg2+ ions, with fixed positions of Mg2+ ions and with
mobile Mg2+ ions. When magnesium ions are not present, no dependence of association rates
on the used reaction criteria is observed. A similar result is obtained when the positions of
Mg2+ ions are fixed during simulations but the computed association rate constant is lower

(1.80 · 1010 ) than the one obtained from the simulation without ions (2.43 · 1010 ).
Decrease in association probability is caused by a lower total charge of the RNA fragment
(-28e with Mg2+ vs. -40e without Mg2+) and less attractive electrostatic potential influencing
the movement of antibiotic.

A different scheme is observed when magnesium ions are allowed to diffuse freely in solution.
Association rate constants obtained for larger distances (less strict reaction criteria) are lower

(2.13 – 2.25 · 1010 ) than the ones computed based on the simulations without ions but
higher than those computed with fixed positions of ions. This is a result of electrostatic
repulsion between ions and the antibiotic which are competing for the position inside the same
A-site. When shorter reaction distances are taken into account there is an abrupt change in the

computed rates which decrease to 6.90 · 109 . This arises from both an excluded volume
effect (when the Mg2+ ions are bound inside the A-site there is not enough space to
accommodate the antibiotic) and electrostatic repulsion between the antibiotic and ions (as the
antibiotic needs to expel ions from the binding site in order to satisfy reaction criteria).

We observe that magnesium ions are able to diffuse away from the oligonucleotide. From the
total of 6 Mg2+ initially positioned near the oligonucleotide, the maximal number of Mg2+ ions
present near the RNA surface and competing with antibiotic was 4. Electrostatic interactions
between ions and RNA are not strong enough to prevent ions' escape. However, one should
bear in mind that forces between ions and RNA as implemented within the BD method lack
the terms describing specific short-range interactions and during our simulations mobility of
magnesium ions is probably overestimated.

Conclusions
We investigated the mechanism and kinetics of association of four aminoglycosides to the
ribosomal A-site model using Brownian dynamics method. For the studied antibiotics, we
established the order of association rates with the RNA fragment and calculated how these
rates depend on ionic strength. The mechanism of one-dimensional diffusion of antibiotics near
the RNA surface was also analyzed.

Association of antibiotics studied in this work is strongly electrostatically driven which results

in large values of the computed association rates which are of the order of 1010 .
Comparable rates are observed for neamine which is composed of two pseudo-sugar rings and
bears a total charge of +4e, ribostamycin, which carries an equal total charge and whose
structure differs from that of neamine by an additional ring, and composed of four rings
neomycin (+6e). Smaller rates are obtained for paromomycin, composed of four rings and
possessing similar to neomycin diffusion coefficient, but bearing lower than neomycin total
charge (+5e). For all antibiotics a weak dependence of rates on the ionic strength is observed.
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The applied BD methodology is not free of limitations and some of them were addressed in
this study. First of all, the oligonucleotide and encounter complexes are represented with a
single conformation. Also, the internal mobility of ligands is not explicitly taken into account.
However, we chose the RNA configuration with two adenines flipped out of the binding bulge
and “ready” for the incoming antibiotic to avoid steric restrictions for binding in the A-site.
Treating flexibility of associating molecules explicitly would allow to describe the formation
of the encounter complex in a more realistic way but may not necessarily influence the rates
of association. Antibiotics are represented as sets of beads with partial charges assigned to their
geometric centers - this is a simplified model which is not able to reproduce the effects arising
from the distribution of partial charges and their possible influence on the observed kinetics
of binding. We, however, distribute the net charge of each bead in a way which mimics the
charge distribution of each aminoglycosidic ring. Effects of charge desolvation and their
influence on the computed rates are also not taken into account in our simulations; these effects
were studied for the case of protein-protein association with the application of effective charges
model.79, 80 However, validity of this model is questionable in case of nonlinear Poisson-
Boltzmann equation and it should be carefully examined before application to highly charged
systems, such as the studied RNA fragment. On the other hand, a proper model to be used to
generate the electrostatic potential in case of highly charged RNA should be the nonlinear
Poisson-Boltzmann equation. Charge desolvation for RNA/DNA systems is an interesting
problem itself but it was out of the scope of the present study. We were mostly interested in
the relative order of association rates and the mechanism of association itself; therefore, we
believe that despite the limitations the applied model serves well for this purpose and was able
to give estimates of the association rates and explain the mechanism of aminoglycoside
diffusion toward the RNA together with a possible role of Mg2+ ions.

The kinetics of the RNA oligonucleotide/antibiotic complex formation has not been studied
previously neither with experimental nor computational methods and we were not able to
validate or compare our results with those obtained with another method. However, we have
shown the details of the association mechanism, e.g. sliding of antibiotics along the RNA, the
role of cations upon association, which may become helpful for designing or narrowing a group
of compounds targeting the bacterial ribosome.
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Figure 1.
Studied aminoglycosides. Neamine: rings I and II (inside the contour) with ;
ribostamycin: rings I-III with ; neomycin: rings I-IV with ; paromomycin:
rings I-IV with R1 = OH.
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Figure 2.
Schematic diagram illustrating the BD method. Antibiotic (depicted with blue beads) moves
through the electric field generated by the RNA (shown as van der Waals spheres). Lines of
the electrostatic field are shown in red. Simulations are performed in coordinates defined
relative to the position of the central oligonucleotide. At the beginning of a trajectory, the ligand
is placed with a randomly chosen orientation at a randomly chosen point on the surface of the
sphere with radius b. BD trajectory is then generated. During a BD simulation the ligand either
diffuses outside a sphere of radius q and the trajectory is truncated or satisfies the predefined
reaction criteria and the formation of an encounter complex takes place. The b radius is chosen
such that outside this sphere forces acting on the ligand are centrosymmetric. The ratio of the
number of reactive trajectories to the total number of trajectories allows one to compute the
association rate constant.
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Figure 3.
Overall view of paromomycin/A-site oligonucleotide complex. Left: Secondary structure of
the crystallized RNA duplex (two similar A-site models). A1492 and A1493 are labeled
according to E. coli numbering. Base pairs are represented with = and – (corresponding to 3
or 2 hydrogen bonds, respectively) for Watson-Crick pairs or ○ for non-Watson-Crick pairs.
Red color denotes nucleotides in direct contact with paromomycin. Middle: three-dimensional
structure of the RNA duplex (blue) with paromomycins shown in yellow as van der Waals
spheres and A1492 and A1493 denoted in magenta. Right: Positions of explicit Mg2+ ions
(green spheres) docked to the oligonucleotide A-site duplex based on their coordinates in the
30S ribosomal structure.
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Figure 4.
Atomic structures and bead models used in BD simulations of antibiotics: a) neamine, b)
ribostamycin, c) paromomycin d) neomycin. Each antibiotic is represented as a set of beads
which are centered on the appropriate ring.
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Figure 5.
Exemplary reaction criteria used in BD simulations of paromomycin. Distances between
centers of three beads of the antibiotic (shown in yellow) and oxygen (residue U39) and
phosphorus (residue U4 and A37) atoms (shown in blue) were monitored. RNA chains are
shown with ribbons.
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Figure 6.
Black line: distribution of time intervals between subsequent antibiotic binding events in the
two the A-sites, i.e, ligand diffusion time from one A-site to another. Cyan polygon: distribution
of time intervals between the beginning of the BD trajectory (molecule positioned on the b-
sphere) and the first binding event.
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Figure 7.
Ionic strength dependence of the association rates computed from BD simulations. Error values
are estimated at the 90% confidence level.
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Figure 8.
BD derived density maps of paromomycin molecules around the RNA fragment. Green:
constant density surface generated when both binding pockets were empty; yellow: constant
density surface when one binding pocket (lower half of the picture) was permanently occupied
by the second antibiotic. Surfaces are constructed from points describing the positions of the
geometric center of the ligand.

Długosz et al. Page 20

J Chem Theory Comput. Author manuscript; available in PMC 2009 April 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 9.
Density map representing the preferred positions of Mg2+ ions and paromomycin near the RNA
fragment constructed based on BD simulations with mobile Mg2+ ions. Green: positions of
Mg2+ ions (for comparison initial postions of ions are shown as spheres) Red: positions of
antibiotic.
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Figure 10.
Dependence of association rate constant on the definition of the reaction distance based on the
simulation of paromomycin at 150mM ionic strength and with different treatment of Mg2+

ions.
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Table 1
Parameters used in Brownian dynamics simulations. Translational diffusion coefficients (Dtr), number of beads
modeling ligands (Nb), hydrodynamic radii (RHB) of beads, and charge assigned to each bead Q.

molecule

Dtr [ 
cm2

s ]

Nb RHB [Å] Q

neamine 4.15 · 10−6 2 4.30 2.0, 2.0
ribostamycin 3.78 · 10−6 3 4.70 2.0, 2.0, 0.0
paromomycin 3.21 · 10−6 4 4.40 2.0, 2.0, 0.0, 1.0

neomycin 3.18 · 10−6 4 4.50 2.0, 2.0, 0.0, 2.0
Mg2+ 5.71 · 10−6 1 3.75 2.0

A-site duplex 1.02 · 10−6
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Table 2
Association rate constants and their dependence on ionic strength derived from BD simulations.

neamine

rate 1010 1
M ⋅ s  ± error

108 1
M ⋅ s

ribostamycin paromomycin neomycin
I[mM]

50.0 3.42 ± 5.61 3.36 ± 4.65 3.33 ± 4.78 3.43 ± 4.58
100.0 2.89 ± 5.74 2.96 ± 4.77 2.73 ± 4.81 2.90 ± 4.75
150.0 2.59 ± 5.60 2.63 ± 4.84 2.43 ± 4.82 2.61 ± 4.80
200.0 2.41 ± 5.57 2.45 ± 4.73 2.27 ± 4.80 2.46 ± 4.80
250.0 2.33 ± 5.53 2.30 ± 4.72 2.20 ± 4.79 2.29 ± 4.79
300.0 2.25 ± 5.52 2.17 ± 4.69 2.18 ± 4.77 2.26 ± 4.79
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