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Abstract
Many important decisions involve outcomes that are either probabilistic or delayed. Based on
similarities in decision preferences, models of decision making have postulated that the same
psychological processes may underlie decisions involving probabilities (i.e., risky choice) and
decisions involving delay (i.e., intertemporal choice). Equivocal behavioral evidence has made this
hypothesis difficult to evaluate. However, a combination of functional neuroimaging and behavioral
data may allow identification of differences between these forms of decision making. Here, we used
functional magnetic resonance imaging (fMRI) to examine brain activation in subjects making a
series of choices between pairs of real monetary rewards that differed either in their relative risk or
their relative delay. While both sorts of choices evoked activation in brain systems previously
implicated in executive control, we observed clear distinctions between these forms of decision
making. Notably, choices involving risk evoked greater activation in posterior parietal and lateral
prefrontal cortices, whereas choices involving delay evoked greater activation in the posterior
cingulate cortex and the striatum. Moreover, activation of regions associated with reward evaluation
predicted choices of a more-risky option, whereas activation of control regions predicted choices of
more-delayed or less-risky options. These results indicate that there are differences in the patterns
of brain activation evoked by risky and intertemporal choices, suggesting that the two domains utilize
at least partially distinct sets of cognitive processes.
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1. Introduction
Uncertainty arises when one does not know which of several outcomes will occur. In real-
world decision making, uncertainty is present both when an outcome occurs with some
probability and when an outcome occurs after some delay. In either case, a decision maker
must consider the possibility that the outcome may not be realized. Classical models of decision
making have considered risky and intertemporal choices to be distinct categories. However,
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researchers have noticed several similarities between the preferences of decision makers when
choosing between risky outcomes and when choosing between delayed outcomes.

For example, subjects exhibit some similar decision biases in risky and intertemporal choice.
Decision-makers tend to overvalue certain outcomes (the certainty effect): given a choice
between a 100% chance of $32 and an 80% chance of $40 most decision makers prefer the
certain $32 (Allais, 1953). However, if probabilities are reduced by half (i.e., a choice between
a 50% chance of $32 and a 40% chance of $40), the larger but riskier reward may now be
preferred. In both pairs the outcomes are matched for expected value – the riskier option offers
25% more money in exchange for a 25% lower probability of success – and, thus, a reversal
in preference would not be consistent with normative models. Decision makers similarly
overweight immediate rewards. When choosing between $100 now and $110 in two weeks,
they prefer the smaller, sooner outcome, but when choosing between $100 in 36 weeks and
$110 in 38 weeks, they prefer the larger, later outcome. In both cases, the larger later reward
offers an extra $10 for a delay of two weeks, making this pattern of behavior (the immediacy
effect) internally inconsistent (Thaler, 1981). Moreover, there are similarities in the discounting
functions for risky and delayed outcomes: when probability is converted to odds-against, value
decreases hyperbolically both with increasing time or increasing odds (Green, et al., 1999;
Rachlin, et al., 1991).

Because of these and other similarities, some researchers have proposed that risky and
intertemporal choice utilize the same psychological mechanism (Rotter, 1954). Such proposals
usually take one of two forms. First, the processes used by intertemporal choice may be a subset
of those used by risky choice because any delayed outcome is inherently risky (Green and
Myerson, 1996; Keren and Roelofsma, 1995). Alternatively, the processes used by risky choice
might be a subset of those used by intertemporal choice because for repeated trials, the smaller
the probability of receiving an outcome, the longer the time to receiving the outcome will be
(Hayden and Platt, 2007; Mazur, 1989; Rachlin, et al., 1986).

Although the similarities in biases and discount functions provide some evidence for same-
mechanism theories, other behavioral evidence argues against this view. If risk and delay were
processed by the same psychological mechanism, risk preferences and delay preferences
should be strongly correlated across individuals. Some studies have found evidence of such
correlations (Crean, et al., 2000; Mitchell, 1999; Myerson, et al., 2003; Reynolds, et al.,
2003; Richards, et al., 1999), while others find correlations to be weak or absent (Ohmura, et
al., 2005; Reynolds, et al., 2004). Furthermore, changes in payout magnitude have opposite
effects in risky and intertemporal choice. Decision makers are more willing to wait for large
outcomes than they are for small ones, but they are less willing to take risks for large outcomes
than for small ones (Chapman and Weber, 2006; Green, et al., 1999; Prelec and Loewenstein,
1991; Rachlin, et al., 2000; Weber and Chapman, 2005). Differences such as these have led to
the proposition that risky and intertemporal choice do not use the same processes, but share
some psychophysical properties that produce behavioral similarities (Prelec and Loewenstein,
1991). Another possibility lies between the same-mechanism and different-mechanism
proposals: it is possible that the processes used by risky and intertemporal choice overlap, with
some processes unique to each domain and some shared by both.

Neuroscientific data may clarify the similarities and differences between probabilisitic and
intertemporal choice where behavioral evidence alone cannot. There are numerous functional
neuroimaging studies of probabilistic choice in humans (Dickhaut, et al., 2003; Hsu, et al.,
2005; Huettel, et al., 2005; Huettel, et al., 2006; Kuhnen and Knutson, 2005; Paulus, et al.,
2003; Rogers, et al., 1999), most implicating the lateral and inferior prefrontal cortex (PFC),
the posterior parietal cortex (PPC), and the insular cortex in decision making under risk. Yet,
complementary studies on processing of delay are few. McClure and colleagues found that a
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diverse system including ventral striatum, the ventromedial PFC, the posterior cingulate cortex,
and other regions was activated by immediately available rewards but not by delayed ones
(McClure, et al., 2007; McClure, et al., 2004). Several groups have shown similar elicitation
of the reward system, specifically the ventral striatum, for selection of immediate rewards
(Tanaka, et al., 2004; Wittmann, et al., 2007). A recent study by Kable and Glimcher
demonstrated that this system tracked the subjective value of outcomes, regardless of their time
until delivery, indicating a broader role for these reward-related regions in the representation
of utility (Kable and Glimcher, 2007). Supporting this idea, Hariri and colleagues demonstrated
that behavioral measures of delay discounting track reward sensitivity in the ventral striatum
(Hariri, et al., 2006).

Pharmacological experiments have likewise produced equivocal results. Some studies of
human subjects have found cigarette usage influences delay discounting but not risk
discounting (Mitchell, 1999; Ohmura, et al., 2005), others report correlations with risk
discounting but not delay discounting (Reynolds, et al., 2003), and still others report
correlations with both risk discounting and delay discounting (Reynolds, et al., 2004). Nicotine
deprivation (in smokers) has been found to influence both risk and delay discounting (Mitchell,
2004) while alcohol consumption has been found to affect neither risk nor delay discounting
(Richards, et al., 1999). Data from non-human animals are also mixed. Lesions in the rat
orbitofrontal cortex (Kheramin, et al., 2003; Mobini, et al., 2000) or in the nucleus accumbens
(Cardinal and Cheung, 2005; Cardinal and Howes, 2005), which influence the function of the
dopaminergic system, have been found to cause both risk aversion and steeper discount rates.
However, lesions of the dorsal and median raphe nuclei in rats, which result in serotonin
depletion, increase temporal discount rates but do not change risk preferences (Mobini, et al.,
2000).

Although there remain no direct comparisons between probabilistic and intertemporal choice,
these prior human and animal studies suggest a possible distinction between lateral parietal
and prefrontal regions associated with evaluation of risky gambles, and medial parietal and
striatal regions associated with evaluation of delayed outcomes. To fill this gap in the literature,
we compared decisions involving risk and decisions involving delay within a single functional
magnetic resonance imaging (fMRI) experiment. All decisions involved real rewards and thus
were highly consequential to the subjects. In two risk conditions, subjects chose either between
a certain amount and a risky gamble, or between two risky gambles. In two delay conditions,
they chose either between an immediate outcome and a delayed outcome, or between two
delayed outcomes. In the control condition, subjects simply picked which of two outcomes
was larger. (Figure 1). This design allowed us to identify differences in evoked brain activation,
even if risk and delay modulated behavior similarly in some circumstances. Additionally, we
examined how brain activation in response to risky and intertemporal choice relates to the risk
and time preferences of individual subjects: were there regions whose activation predicted
whether particular individuals made risk-seeking/-averse or delay-seeking/-averse choices?

2. Results
2.1. Behavioral Data

We first obtained measures of risk and delay preference for a set of young adult subjects (Figure
2) using an independent preference elicitation task (see Experimental Procedures). Risk
preferences across subjects followed an approximately normal distribution that was slightly
biased toward risk-aversion. Delay preferences, in contrast, were strongly skewed: near-delay-
neutrality was the modal response. Thus, there was greater across-subjects variability in their
attitudes toward risk than their attitudes toward delay. Risk preferences were not significantly
correlated with delay preferences across subjects [r(21)=0.18, p =0.42]. These preference
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measures were used to derive the decision problems used in the subsequent fMRI scanner
session.

The pattern of risk and delay preferences expressed in the scanner session (Table 1) was similar
to that expressed in the preference elicitation task, for both risky [r(23)=0.51, p=0.01] and
intertemporal [r(23)=0.77, p=0.0001] choices. Subjects were equally likely to choose risky and
certain outcomes [χ2(1, N=23)= 2.59, p=0.11] and were willing to sacrifice time to receive a
larger outcome [χ2(1, N=23)= 0.37, p=0.54]. When considering only those subjects who
showed delay aversion, there were nonsignificant trends towards both the immediacy effect
and the certainty effect: 46% chose more delayed option with immediacy present, 64% with
immediacy absent [χ2(1, N=9)= 2.34, p=0.13], while 38% chose more risky option with
certainty present, 52% with certainty absent, χ2(1, N=9)= 1.89, p=0.17].

Mean response times for each condition are displayed in Table 1. In the delay condition, the
mean response time was longer when choosing the delayed outcome than when choosing the
immediate outcome [F(1,11) = 101.39, p<0.0001] and was also longer when both outcomes
were delayed than when one outcome was immediate [F(1,22) = 5.08, p<0.035]. There was no
significant interaction [F(1,7) = 3.44, p=0.11]. For risky choices, subjects were faster when
choosing the less risky outcome than when choosing the more risky outcome [F(1,22) = 22.12,
p<0.0001], and they were also faster when certainty was present than when both outcomes
were risky [F(1,22) = 7.32, p=0.013]. The interaction was significant [F(1,22) = 8.46, p=0.009],
indicating that subjects took were faster to choose a less risky option when that option was
certain than when it was risky. Response times for the risk condition were significantly longer
than response times for the delay condition [F(1,22) = 162.48, p<0.0001]. Additionally,
response times for both risky [F(1,22) = 327.25, p<0.0001] and delayed choices [F(2,44) =
111.94, p<0.0001] were significantly longer than the control condition.

2.2. fMRI Data
We adopted a forward inference approach (Henson, 2006) to identify qualitative differences
between processes associated with decision making under risk and processes associated with
decision making under delay. Regions were identified as associated with one process (i.e., risk
or delay) if they exhibited significantly greater activation during that condition compared to
both the other condition and to the control condition. Use of this conjunction criterion allows
us to rule out the alternative explanation that differences between regions reflect a single
process, one that increases activation in some regions while decreasing activation in others.
We additionally included the utility of the selected choice option in the model as a nuisance
regressor.

2.2.1. Decision Making under Risk—To evaluate the overall effects of the presence of
risk upon brain systems for decision making, we collapsed across the Risky/Risky and Certain/
Risky conditions. Increased activation to these conditions, relative to the delay conditions, was
found bilaterally in regions including posterior parietal cortex (PPC), lateral prefrontal cortex
(LPFC), posterior hippocampus, orbitofrontal cortex (OFC), anterior insula, and anterior
cingulate. All of these regions also showed greater activation in the risk conditions than the
control condition. Figure 3 displays regions that exhibited greater activation to risk in both the
risk>delay and risk>control contrasts, while Table 2 provides coordinates of clusters identified
in the conjunction of these contrasts.

We next identified brain regions whose activation predicted whether subjects chose the more
risky or less risky gamble in a pair. Choices of the riskier of the two options were predicted by
increased activation in the anterior and posterior cingulate, the caudate, the insula, and
ventrolateral PFC (Figure 4 and Table 3). The only cluster whose activation was predictive of
choosing the safer of the two options was located in dorsolateral prefrontal cortex (dlPFC).
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2.2.2 Decision Making under Delay—We collapsed across the Delay/Delay and Delay/
Immediate conditions to identify regions preferentially engaged by decisions involving delay.
Regions whose activation significantly increased when delay was present included the lateral
parietal cortex, the vmPFC, dlPFC, the posterior cingulate and adjacent precuneus. We note
that while some of these regions have been associated with evaluation of delayed rewards
(Kable and Glimcher, 2007; McClure, et al., 2007; McClure, et al., 2004) they have also been
implicated in task-independent (i.e., default-network) processing (Gusnard and Raichle,
2001; Raichle, et al., 2001). Thus, to distinguish delay-specific effects from non-specific effects
of task difficulty, we used the conjunction analysis outlined at the beginning of this section.
We found that three of these regions also exhibited increased activation to delay trials compared
to control trials: the posterior cingulate / precuneus, the caudate, and dlPFC. Figure 5 displays
regions exhibiting greater activation to delay in the both the delay>risk and delay>control
contrasts, while Table 4 provides coordinates of clusters identified in each contrast.

Given that our subjects expressed a wide range of delay preferences, from considerable
aversion to delay to perfect delay neutrality, we additionally repeated our analyses on the subset
of nine subjects who showed the greatest delay discounting. Activation within the posterior
cingulate and caudate was still greater in the delay condition than the risk condition. Finally,
we identified brain regions whose activation predicted whether subjects chose the later or
sooner option in a pair. Choices of the later option were predicted by increased dlPFC activation
(Table 3); there were no regions whose activation predicted choices of the more-immediate
option.

3. Discussion
We sought to characterize whether the nominal distinction between two forms of decision
making, choices about risky options and choices about delayed options, was mirrored by a
distinction in their neural substrates. Using forward-inference criteria for distinguishing
cognitive processes (Henson, 2006), we found evidence for a neural dissociation between risk
and delay. Activation in control regions including the posterior parietal cortex and lateral
prefrontal cortex was greater to decisions involving risk, whereas activation in the posterior
cingulate cortex and caudate increased to decisions involving delay. This dissociation does not
mean that risky and intertemporal choices rely on completely distinct neural substrates; on the
contrary, these decisions undoubtedly take advantage of common mechanisms for setting up
decision problems and processing the value of choice options. However, our results provide
evidence for a partial dissociation in the neural systems, and thus potentially the forms of
computations, that underlie these two forms of decision making.

3.1 Behavioral measures of decision preference
Subjects’ choices demonstrated a wide range of risk preferences around risk neutrality. They
did now show the risk-averse behavior more commonly seen in choices between gambles
representing gains, nor did they not show the commonly-found preference for certainty
(Kahneman and Tversky, 1979). These results may indicate that subjects responded as if they
were to be paid for all choices instead of the two for which they were actually paid. In such
repeated-gambles experiments, risk-seeking behavior generally increases relative to one-shot
gambles, and preference for certainty is reduced (Barron and Erev, 2003; Keren and Wagenaar,
1987).

The majority of subjects in the study were relatively delay-neutral, although delay aversion is
usual for positive monetary outcomes. This may be due to the use of Amazon.com gift
certificates, which could have induced anticipatory feelings during the delay period that are
themselves valued. (For example, one subject remarked to the experimenter that by the time
he received the gift certificate he will have forgotten all about being in the study; thus, the
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reward would be a nice surprise.) There is evidence that such anticipation leads to delay-neutral
or even delay-seeking behavior (Loewenstein, 1987) Even so, a prior fMRI study of choice
under delay used Amazon.com gift certificates as payment, although no explicit calculation of
delay preference was reported (McClure, et al., 2004). However, we note that the average
monetary benefit to waiting was smaller in McClure et al. (2004) than in the present experiment.
The effect of choosing repeatedly between pairs of delayed outcome is not well-understood,
making it possible that the use of repeated choices influenced the risk preferences of our
subjects.

3.2 Neural activation to risk
In the present experiment, we observed consistent risk-specific activation in the PPC, along
the intraparietal sulcus, both to risky decisions themselves and to the utility associated with a
risky gamble. Activation in the intraparietal sulcus is observed in decision making tasks
(Huettel, et al., 2005; Huettel, et al., 2006; Paulus, et al., 2001), potentially reflecting a role of
this region in the mapping of decision value onto task output (e.g., responses, spatial locations)
as shown by both functional neuroimaging (Bunge, et al., 2002; Huettel, et al., 2004) and
primate electrophysiology (Platt and Glimcher, 1999).

One interpretation of this result is that decisions under risk involve an increased demand for
numerical estimation and calculation, processes supported in part by PPC (Cantlon, et al.,
2006; Dehaene, et al., 1998; Dehaene, et al., 2003; Piazza, et al., 2004; Venkatraman, et al.,
2005). Based on a review of neuroimaging and lesion studies, Dehaene and colleagues
proposed that distinct regions within the PPC are associated with three types of numerical
processing: the angular gyrus supports verbal retrieval of calculations and their rules, the
anterior IPS supports inexact calculations and numerical comparisons, and the posterior IPS
supports numerical estimation (Dehaene, et al., 2003). Our loci of risk-related activation are
consistent with the latter two functions, inexact calculation and numerical estimation, but not
with the first, exact calculation. We emphasize that canonical perspectives on delay discounting
posit that choice under delay involves more complex value estimation (e.g., working with
exponential or hyperbolic functions) than choice under risk. Thus, this finding provides
evidence against the hypothesis that risk and delay involve similar systems for computation of
the value of choice options.

Of particular interest were the findings that increased activation in vmPFC, ventral striatum,
and insular cortex predicted the selection of the more-risky choice option. The vmPFC has
often been linked to emotion, especially emotions related to decision making (Damasio, et al.,
1996) and previous studies have found that its activation tracks the regret associated with a
decision (Coricelli, et al., 2005). As a behavioral parallel, the affect associated with risky
decisions generally increases for decisions with greater consequences (Mellers, et al., 1997).
Moreover, recent work suggests that regions within vmPFC may code for the decision utility
associated with a choice option, rather than experienced utility of an obtained reward
(Plassman, et al., 2007). Prior research has also shown that activation in these regions not only
tracks anticipated and delivered rewards, but also predicts choices of more-risky options
(Kuhnen and Knutson, 2005), consistent with our results. However, we additionally found
increased activation in insular cortex to risky choices. Prior research has shown that insular
activation increases to increasing risk of a decision (Paulus, et al., 2003; Preuschoff, et al.,
2008), but can also push behavior away from risky options (Kuhnen and Knutson, 2005).
Collectively, these results indicate a clear role for insular cortex in risky choice, but future
research will be necessary to identify the specific computations that region supports.
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3.3 Neural activation to delay
As noted earlier, few studies have explicitly examined the neural mechanisms that might
underlie utility calculations for delayed outcomes. Two seminal studies conducted by McClure
and colleagues (McClure, et al., 2004) and by Kable and Glimcher (Kable and Glimcher,
2007) implicated medial frontal cortex, the striatum (Hariri, et al., 2006), and the posterior
cingulate cortex in the evaluation of delayed gambles. Consistent with these studies, we found
that activation within the posterior cingulate cortex and caudate increased to decisions
involving delay compared to the risk and control conditions. (Note that although there was a
significant difference between delay and risk in the medial frontal cortex, there was no clear
difference between delay and control in that region.) Our results therefore support the
conception that these regions, which reflect important components of a neural system for
valuation (Kable and Glimcher, 2007), contribute to decision making under delay.

The posterior cingulate cortex, along with other regions including part of medial prefrontal
cortex, has been hypothesized to be part of the brain’s default network (Gusnard and Raichle,
2001; Mason, et al., 2007; Raichle, et al., 2001). The existence of this network has been
postulated because of a set of commonly observed results: increased metabolism when a subject
is an awake but inactive resting state, greater activation in non-task conditions than task
conditions, and a high degree of functional connectivity during both resting state and active
tasks (Bellec, et al., 2006; Damoiseaux, et al., 2006). Given these characteristics, one possible
interpretation of our delay-related activation is that the decisions about delay were simply easier
than those about risk, as consistent with the relatively low discount rates exhibited by many of
our subjects. Although otherwise plausible, this interpretation is precluded by our analysis
approach and contradicted by our results. Mean response time was considerably longer for the
Delay condition than the Control condition, making untenable a task-difficulty explanation of
the Delay > Control activation. Moreover, our use of a conjunction criterion (i.e., increased
activation in both the Delay > Risk and Delay > Control contrasts) allows us to reject the idea
that a single cognitive process could account for both our risk-related and delay-related
activations (Henson, 2006).

A different, and more speculative, interpretation is that default network processes were used
by our subjects to evaluate the delay gambles. It has been widely speculated that the mind-
wandering that produces default mode activation may consist, in part, of planning for future
events, e.g. (Buckner and Carroll, 2007). Many areas of the default network have also been
found to be active in tasks involving autobiographical episodic memory (Cabeza, et al.,
2004) and in tasks that involve thinking about the autobiographical future (Addis, et al.,
2007; Okuda, et al., 2003; Szpunar, et al., 2007). Areas in the precuneus and posterior cingulate
cortex that showed effects of delay in the present experiment also have been implicated in
imagining the past and the future in (Addis, et al., 2007; Okuda, et al., 2003; Szpunar, et al.,
2007). Therefore, the default network activation in the present experiment may be caused by
prospective thinking, as needed to evaluate the potential future value of a gift-certificate
reward. We note, however, that neurons within posterior cingulate cortex have been shown to
track elements of risky decisions (McCoy and Platt, 2005), and thus further work will be
necessary to elucidate the specific computations performed by this region.

3.4 Conclusions
The present study used a combination of behavioral and neuroscientific data to investigate the
relations between risk and delay in decision making. Our results provide clear evidence that
risky and intertemporal choices invoke different patterns of neural activation, consistent with
the idea that they engage partially distinct cognitive processing. When faced with decisions
involving risk, subjects engage brain regions associated with estimation and calculation, most
notably the intraparietal sulcus. In contrast, intertemporal choice activates regions potentially
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associated with remembering past events and planning for future ones, suggesting that
intertemporal choice may invoke visualizing oneself receiving the outcome to a greater extent
than risky choice. Given the limitations of functional neuroimaging, these differences between
conditions undoubtedly are matched by substantial similarities. Future research will be
necessary to evaluate models for risky and intertemporal choice, to move beyond differences
between conditions to develop specific models for choice computations.

4. Experimental Procedures
4.1. Subjects

Twenty-three subjects (12 male) aged 19–36 years (mean age: 23y) participated in an
experiment that combined behavioral and fMRI testing. All acclimated to the MRI environment
through a mock-scanner session. All gave informed consent according to a protocol approved
by the Institutional Review Board of the Duke University Medical Center. Subjects were
compensated with a guaranteed $15 in cash in addition to a bonus payout in Amazon.com gift
certificates. The average bonus payouts, which depended on the choices made by the subject,
were $16 for the behavioral session and $16 for the fMRI session.

4.2 Experimental Stimuli and Tasks
All subjects participated in a two-part experiment. In the first part, which was conducted in a
small sound-attenuating chamber outside the scanner, subjects made a series of choices
between different risky or delayed outcomes. We used this data to estimate parameters
corresponding to their preferences for or aversions to risk and delay. The second part was
conducted in the fMRI scanner, so that brain activation could be measured during decision
making. Stimuli for both portions of the experiment were presented using the Psychophysics
Toolbox (Brainard, 1997; Pelli, 1997) for MATLAB (Mathworks, Inc.).

4.2.1. Preference Elicitation Task—Outside of the scanner and before their fMRI session,
subjects chose between pairs of monetary gambles presented as pie charts. On one option in
each pair, the subject could win $20 with some probability or with some delay. For risky
choices, the probability of receiving the payout was indicated by the proportion of the pie chart
that was green; for intertemporal choices, the delay until the payout would be received was
displayed above the pie chart. We used 10 payouts: immediate delivery of $20 with probability
of 10%, 25%, 50%, 75%, or 90% or certain delivery of $20 with a delay of 1, 2, 3, 4, or 5
months.

The other choice in each pair was always a certain, immediate payout. The magnitude of this
control gamble started at $10, and then was varied between $0 and $20 in a binary search
algorithm according to the subject’s choices. Doing this for 6 successive choices provided the
subject’s indifference point: the amount of money the subject found neither better nor worse
than the risky/delayed $20, with a precision of $0.31. Two additional questions using values
slightly above and below the indifference point were presented to check for errors. If the
subject’s response to these questions was not consistent with the calculated indifference point,
the sequence of choices was started over. (Subjects could also restart any series of choices if
they felt that they had made an error.) Choices were self-paced and subjects completed the
screening task in approximately 10 minutes.

Subjects were compensated according to one of their expressed preferences in the preference
screening task, using a variant on a technique common in experimental economics, the Becker-
DeGroot-Marschak procedure (Becker, et al., 1964). Under this procedure, subjects have
financial incentive to make decisions in line with their true preferences. Briefly, we selected
randomly one of the ten payouts and then subjects rolled a 20-sided die to determine a value
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from $1 to $20. If the value they rolled was higher than the calculated indifference point for
that condition, then they received the value of the die roll payable immediately. If not they
received the delayed amount or gamble, the latter resolved by rolling the 20-sided die.

Subjects were paid using emailed Amazon.com gift certificates. For immediate outcomes, gift
certificates were sent while the subject was in the laboratory. For delayed outcomes, the subject
was emailed their gift certificate after the specified delay. This method of payment was chosen
largely to ensure accurate temporal delivery of the delayed gambles; for comparison,
distributing cash requires subjects to return to the laboratory, while the mailing of checks
increases temporal uncertainty and requires an additional trip to deposit or cash the check. We
note that subjects were told before the session that their payment would include gift certificates
and that subjects reported being motivated by the opportunity to earn the gift certificates.

To analyze the preference elicitation data, we converted all probabilities to odds-against ratios.
This ensures that both probability and delay preferences are bounded similarly (i.e., a lower
bound of zero and no upper bound). We then plotted indifference curves over probability and
delay. The area under these discounting curves provides a theory-independent estimate of risk
and delay preferences (Myerson, et al., 2001); for comparison with the k-values obtained during
the scanning session, we reverse its sign so that more positive values indicate greater aversion.

4.2.2. fMRI Experimental Task—During the fMRI session, subjects chose between pairs
of gambles. The form of each gamble was similar to that used in the preference elicitation task,
but the pairing and order of gambles was different. Two of our conditions involved risk, but
not delay: Certain/Risky (C/R) and Risky/Risky(R/R). Two other conditions involved delay, but
not risk: Immediate/Delayed (I/D) and Delayed/Delayed (D/D). In the last condition, Control
(C/C), the subject saw two certain, immediate outcomes and could simply choose the larger
amount (Figure 1).

Outcome probabilities in the C/R and R/R conditions had either high variance (50% and 25%
for R/R and 100% and 50% for C/R) or low variance (50% and 40% for R/R, 100% and 80%
for R/R). Delays were either 0 months and 1 month (I/D) or 1 month and 2 months (D/D). The
expected value of one option in each choice pair was chosen at random in a range of $6.70 and
$7.75 for the two risk conditions, and between $5 and $7 for the two delay conditions. The
expected value of the second option was determined by multiplying the expected value of the
first option by a randomly chosen multiplier. This multiplier was between .9 and 1.25 in the
risk conditions, between 1.2 and 1.8 in the delay conditions. Values for the payouts in the
control condition were chosen randomly from a range of $5–$10.

The gambles remained on the screen until the subjects indicated their choice by pressing a
button. No feedback was provided during the scanner session. Trials were separated by a jittered
interval of 2–8s. Subjects performed 5–6 runs of the task, each 6 minutes in duration. Subjects
made as many choices as time allowed during the scanner session, averaging 215 trials per
subject. The trials were randomly distributed among the five conditions. Two of the fMRI trials
were randomly selected and subjects were paid according to the outcomes of their choices on
those trials. As in the preference elicitation task, subjects played any risky gambles by rolling
a die and received their payments in the form of Amazon.com gift certificates.

4.3. fMRI Methods and Analysis
The fMRI data were collected using an echo-planar imaging sequence with standard imaging
parameters (TR = 2s; TE = 27ms; 30 axial slices parallel to the AC-PC plane, voxel size of 4
× 4 × 4mm) on a GE 3T scanner with an 8-channel head coil.
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Functional images were corrected for subject motion and time of acquisition within a TR and
were normalized into a standard stereotaxic space (Montreal Neurological Institute, MNI) for
intersubject comparison, using FSL (Smith, et al., 2004). A smoothing filter of width 8mm was
applied following normalization. All analyses were conducted via multiple regression using
FSL’s FEAT tool (Smith, et al., 2005). Initial multiple regression analyses were conducted on
individual runs for each subject, including the task-related regressors as described below and
the subjects’ motion parameters. We then combined data across runs within a subject using a
fixed-effects analysis, and then combined data across subjects using a random-effects analysis
via FSL’s FLAME tool (Beckmann, et al., 2003). Our third-level analyses were controlled for
multiple comparisons using a voxel-significance threshold of z > 2.3 and a minimum cluster
size of 32 voxels. All figures show voxels passing this threshold (colormap: dark red > 2.3;
bright red > 4.0).

We identified areas of significant activation using a multiple regression analysis. There were
five regressors in the model. Three were condition-related: risk, collapsing across both types
of risky trials; delay, collapsing across both types of delay trials; and control. Each of these
regressors was modeled as a 1s impulse response, time-locked to the onset of the decision
gamble, that was then convolved with a double-gamma hemodynamic response function. To
account for subjects’ economic preferences, we also included two regressors, one for risk and
one for delay, reflecting the utility of the chosen gambles. These were calculated by fitting
hyperbolic curves to subjects’ in-scanner choices over probability (using an odds-against ratio)
and over delay. For each subject we calculated the hyperbolic parameter k that produced a
discount function consistent with the largest number of scanner-session choices. We used this
k-value to calculate the utility of the chosen option for each choice. The utility regressors were
normalized individually for each subject over each run so that the maximal utility gamble had
a value of 1 and the minimal utility value had a value of -1. We orthogonalized the regressors
in our model such that variance shared between condition regressors and the utility regressors
was assigned to the utility regressor.

Separate analysis models subdivided trials according to the chosen option (i.e., more or less
risky, more or less delayed) to identify regions whose activation predicted choice. All subjects
were included in the analysis of risky trials, whereas only those subjects who exhibited
consistent delay discounting (N = 7) were included in the analyses of delay trials. Additional
analyses subdivided the risk and delay conditions according to whether or not the option had
contained a certain or immediate outcome. We note that there were no significant effects of
certainty/immediacy, and thus we do not discuss those analyses further. Finally, to control for
the observed differences in response time across trial types, we changed our regression models
by setting each event duration to that trial’s response time, and then repeated all analyses. This
had minimal effects upon our results – it slightly reduced the spatial extent of most activations,
but did not eliminate or introduce activated regions – and thus we report only results from the
regression model using a unit duration across all events.
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Figure 1. Task design
(A) Five experimental conditions were used in the fMRI task: Risk/Certain, Risk/Risk, Delay/
Immediate, Delay/Delay, and Control. Each consisted of a pair of monetary gambles between
which the subject could choose. Risky gambles involved a monetary gain that could be obtained
with some probability (e.g., a 50% chance of receiving $13.50). Delay gambles involved a
known monetary gain that would be delivered after some known interval (e.g., $12 in two
months). (B) At the beginning of the trial, a pair of gambles or delayed amounts was shown
and subjects had unlimited time to make their choice (mean response time was approximately
2.5s). The selected box was highlighted for 0.5s before the intertrial interval (1.5–7.5s). No
feedback about choice outcomes was provided until after the fMRI session.
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Figure 2. Risk and delay preferences in the preference elicitation task
For each subject, we estimated their risk preferences and delay preferences in an independent
preference elicitation task. We used the area under the indifference curves (see Experimental
Procedures for details) as our measure of preference. (A) Across subjects, risk preferences were
centered roughly around risk neutrality, with some subjects risk-seeking and others risk-averse.
(B) Delay preferences were highly skewed, with the modal response being delay neutrality.
(C) Examples of risk equivalence curves for extreme subjects (solid lines), with an idealized
risk-neutral response shown for comparison (dashed lines). Each point represents the amount
of money (y-axis) for which a subject equally values a given probability (x-axis) of winning
$20. (D) Examples of equivalence curves for delay-neutral and delay averse subjects;
indifference points calculated similarly as in C, with temporal delay along the x-axis.
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Figure 3. Neural effects of risk during decision making
(A,B) We identified regions who exhibited greater activation in the risk conditions than in both
the control and delay conditions. Notably, we observed increased activation to decisions
involving risk in the dorsolateral prefrontal cortex (dlPFC) and the posterior parietal cortex
(PPC), as well as the anterior cingulate cortex (ACC) and anterior insula (aINS). Active voxels
passed a corrected significance threshold of z > 2.3. (C,D) Shown are the mean activations of
the PPC and dlPFC, expressed as percent signal change, to each of the three conditions. In
these region, activation was greatest to risk trials, intermediate to delay trials, and least to
control trials.
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Figure 4. Regions whose activation predicted choices of the riskier option
(A) We additionally identified regions whose activation was greater for choices of the riskier
option than for choices of safer option, on trials involving risky choice. Choice of the risky
option was predicted by increased activation in the anterior insula (aINS), the ventral striatum
(vSTR), the caudate (not shown) and the ventromedial PFC (not shown). Active voxels passed
a corrected significance threshold of z > 2.3. (B) Within the ventral striatum, activation
increased to choices of the riskier option, but not to choices of the safe option nor to decisions
in the control condition.
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Figure 5. Neural effects of delay during decision making
(A) We identified regions who exhibited greater activation in the delay conditions than in both
the control and risk conditions. Notably, increased activation to decisions involving delay was
observed in the posterior cingulate (PCC) and the caudate (not shown). Active voxels passed
a corrected significance threshold of z > 2.3. (B) Shown is the mean PCC activation, expressed
as percent signal change, to each of the three conditions. In this region, activation was greatest
to delay trials, intermediate to control trials, and least to risk trials.
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